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A human faced with a new game digests the rules, considers the motives and
capabilities of the other players, and formulates a strategy for playing. My research
aims to automate that process. A Strategy Generation Engine is a system that ad-
vises on how to play a game given a formal description of the possible interactions of
the participants. Automated strategy generation is important for multiple aspects
of ecommerce:

(1) Assisting in the design of strategies for known mechanisms.

(2) Creating agents that can participate in new mechanisms or dynamically
generated mechanisms.

(3) Evaluating mechanisms automatically.

The last is tantamount to computational mechanism design—an exciting area of
future work in which I intend to apply the methodology I have developed in my
thesis.

In addition to explicit negotiation and trading in electronic markets, there is also
a strategic dimension to commerce activities such as matchmaking, resource find-
ing, advertising, recommendation, contracting, and executing transactions [18, 25].
Likewise, other digital realms involve pivotal strategic relationships. Examples in-
clude peer-to-peer resource sharing [16], formation of coalitions, teams, or affinity
groups [1, 22, 23], scientific sharing of large-scale instrumentation and other in-
frastructure [5, 6], coordination of activity within organizations [10, 17], mobile
computing [8], and grid computing [7].

Interactions among self-interested agents are properly modeled as games. When
games operate in the digital realm, there is often increased opportunity for designing
interaction mechanisms. Thus, the economic theory of mechanism design has found
increasing practical application in such far-flung policy areas as deregulation of
energy markets [12] and operation of the nationwide medical residency match [21].
Recently, computer scientists have also recognized the importance of incentives in
distributed systems, many enthusiastically adopting the framework of game theory
[15] and mechanism design [4, 13].

1. PrREVIOUS WORK

My thesis work concerns the generation and selection of strategies, in particular
for trading agents paricipating in various market mechanisms. Games that trading
agents face typically involve private information, such as an agent’s valuation for a
good being bought or sold, and fine-grained action spaces, such as bids of arbitrary
amounts of money. Such games are well modeled as infinite games of incomplete
information. Generating trading agent strategies means creating a system that can
read the description of such a mechanism and output strategies for participating
agents.
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To make this more concrete, consider an extremely simple auction mechanism: a
First-Price Sealed-Bid Auction (FPSB). This is a game in which each agent has one
piece of private information: its valuation for an indivisible good being auctioned
(in the simplest case we take the common-knowledge type distribution to be i.i.d.
U0,1]). Each agent also has a continuum of possible actions: its bid amount.
The payoff to an agent is its valuation minus its bid if its bid is highest, and zero
otherwise (with ties broken by fair coin toss). In my thesis I present an algorithm
that can solve this game. That is, it takes the game description—for the two-player
case—and outputs the unique symmetric Bayes-Nash equilibrium. (In this case, for
an agent with valuation v, the equilibrium strategy is to bid v/2.) Of course, the
Nash equilibrium strategy for the particular case of FPSB was identified by auction
theorists before computational game solvers existed [24, 11]. My algorithm applies
to a class of games that includes the above example [19].

The above method is tractable only for quite simple games. For example, mech-
anisms that involve iterated bidding and multiple auctions are not likely to be
amenable to analytic approaches. For such games, 1 present an empirical game
methodology comprising the following broad phases:

(1) Generate a small set of candidate strategies. For many domains this must
be done semi-manually.

(2) Construct via simulation a (partial, approximate) empirical payoff matrix
for the simplification of the game restricted to the candidate strategies.

(3) Analyze (ideally, solve) the empirical game.

(4) Assess the quality of the solutions with respect to the underlying full game.

My thesis discusses approaches for step 1, presents techniques for speeding up
step 2, compares existing techniques for step 3 in the context of symmetry, and
gives procedures for achieving step 4 [27, 20, 9, 14, 3, 28]. We use small games with
known equilibria such as FPSB to test these methods.

Later chapters of my thesis (4, 5, and 6) apply this methodology to two much
larger and more realistic market games: Simultaneous Ascending Auctions (SAA),
and the Trading Agent Competition (TAC) travel-shopping game [31]. TAC was
created by our research group and first held in 2000. It was held for the sixth time
in August 2005 in Edinburgh. The domain involves travel agents shopping for travel
packages for a group of hypothetical clients with varying preferences over length of
trip, hotel quality, and entertainment options. The shopping involves participating
in dozens of simultaneous auctions of various kinds. For example, hotels are sold in
multi-unit English ascending auctions while entertainment tickets are bought and
sold in continuous double auctions (like the stock market). An agent’s payoff is the
total utility it achieves for its clients, minus its net expenditure.

SAA is a far simpler model that still captures a core strategic issue in TAC:
bidding for complementary goods in concurrent auctions. To apply step 1 to SAA
and TAC, I present classes of strategies based on market price prediction. In partic-
ular we consider self-confirming price predictions and Walrasian equilibrium prices
[14]. Given a set of candidate strategies in SAA or TAC, we apply the subsequent
steps of our empirical game methodology to recommend effective strategies in these
domains [30, 2, 26, 29].

In conclusion, my thesis makes the following key contributions:

(1) An algorithm to compute best-response strategies in a class of 2-player,
one-shot, infinite games of incomplete information.
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(2) An empirical game methodology for applying game-theoretic analysis to
much larger games than previously possible.

(3) Theoretical and experimental evidence of the efficacy of our methodology.

(4) A price-prediction approach to strategy generation in simultaneous auctions
for complementary goods.

(5) Application of the above methods to find good strategies in complex games.

2. FUTURE DIRECTIONS

I am excited about applying my work on trading agent strategy generation to
new domains. Extending my previous work on price prediction strategies for simul-
taneous ascending auctions with complementarities, I and colleagues at Michigan
have begun to explore new classes of strategies in simultaneous auctions for goods
that are substitutes. In the near term, I would like to continue this research thread,
but, as demonstrated by our application of our empirical game methodology to the
Trading Agent Competition, my strategy generation approach is applicable to wide
varieties of very complex games. In particular, I would like to apply my strategy
generation methods to the problem of bidding in combinatorial and multiattribute
auctions.

Computational mechanism design is the problem of designing mechanisms (i.e.,
game rules and protocols) for computational agents under constraints such as fair-
ness and efficiency when agents play Nash equilibrium strategies. When the designer
is also constrained by factors such as agents entering and leaving dynamically or
pre-existing protocol constraints such as iterative bidding then the mechanism de-
sign problem can be very difficult. While my thesis includes small examples of
designed mechanisms, this is a wide open area to apply my work on strategy gener-
ators. Having developed the state of the art in finding strategies for complex games
(and with additional automation of the strategy generation process in order to ap-
ply it programmatically to variations on market mechanisms) I will be in a unique
position to advance the field of computational mechanism design. By improving
fairness and efficiency of a wide variety of electronically mediated interaction, I
strongly believe that such research has and will continue to yield substantial and
tangible benefits for society.
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