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Purpose of Class:

To introduce attendees to the principals of designing large scale integrated systems and to provide
an understanding of the issues which will determine the direction which integrated technology takes
in the future. Homework will be assigned, the completion of which is important to real
understanding of the material presented. After the class concludes, all attendees will be encouraged
to complete an LSI design project, which will be fabricated and rcturned for testing.

Prerequisites:
Participants should have a basic understanding of digital system building blocks and functions and

how they can be configured into systems. They should also have a basic undcrstanding of the
electrical circuit notions of voltage, resistance, and capacitance.

Course Text:

C. Mead, L. Conway, "Introduction to VLSI Systems”



[OUTLINE OF COURSE GIVEN AT PARC IN FEBRUARY, 1979]
ist Day:
Fairbairn;

Introduction
Welcome
The future for PARC in LSI design

Course overview
Goals
Stategy/ methodology
Course outline

Finite-state machine as an overall goal

Simple models for MOS transistors
Resistance/capacitance model
V/1 charateristics
Enhancement and depletion mode devices

Relation between circuit, layout, and sticks representations
Nand/Nor logic as examples of above

Lyon:

Mixed notations
Registers

Shift Registers

Pass transistor steering
Logic blocks
Transistor ratics/Delays

Homework:

1. Read in M&C: Ch. 3, pp. 827; Ch 7, pp. 1-17; Skim Ch. 5.
2. Design prierity circuit (stick representation)

2nd Day:
Basic digital systems structures:
Lyon:

Structured design methodologies {cont.)
Artrays: ROMs, PLLAs, FSMs
Static/Dynamic memories

Fairbairn:

Useful building blocks:
Adders, ALUs
Shifters
Stacks (gating clocks to centrol function)

Smart Mecmorics:
CAMs



Homework:
1. Read M&C: Ch. 1, pp. 19-32, all Ch. 2, Ch. 4, pp. 1-5.

2. Do stick diagram of clocked circuit of own choosing (e.g.)
-Comparator

-Clocked PLA
-Counter
-Two-dimensional stack
d Day:
Fairbaim:
Fabrication
Layout/Design Rules
fcarus tutorial
Lyon:
Real NMOS transistors
Timing/Delays/Fanout/Ratios/Body effect/ switched loads -
Super buffers :
Pad 1/0
Homework:
1. Read M&C: Ch. 4, pp. 37-41; Icarus Manual
2. Do layout of function which was stick-diagrammed on 2nd day; design clock drivers for

an array of this function and predict delays down diffusion or poly lines. {use Fcarus or
hand layout)

4th Day:
' Chip Design examples:
Fairbairo:
Content addressable cache - System design considerations and the use of circuit simulation.
Lyon:
Serial Memory - System tradeoffs and power considerations, etc.

Fairbairn:

Scaling
Future technologies

Homework:

1. Read M&C: Ch. 4, pp. 31-36; Hand-outs
2. Continue with design of previous assignment; use symbols (PLLA or other example)

Sth Day:



Fairbairn:
Testing
Design  micthodologies

Design  languages/tools
The automated line - ADF

Lynn Conway:

Summary of LSI activities in universities
Course summary and the MIT experience

Homework:

1. Finish Mead & Conway
2. Finish project chip by April 20






«

" -Side #3

VLSI ‘offers grand potential as well:
.ln ngxt .10. Ayear's-we can:
- Scale dircuit dimensions by ~1/10
. Therefore scale circuit areas by ~1/100

- Increase chip area by ~5 to 10

. Total effect:

~ 500 times as much circuitry /chip



Slide #2

Problems to be confronted:

COT“p'QXity - This is nolhing new 1o the hardware or software
people. : '

New hardwa_{e and software architectures °

.

Concu rrency - The ability to pertorm operations wilh 2 greal

deal of concurrency has caused a lot ol people 1o begin fooking more

seriously al this problem. We need beller ways ol identifying and
represenling it. :

. Linking of computer science to physics.

. With the problems so inlerwoven within a single 1lechnology there may
be a chance for prdgmss in this area.
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Course Outline:

PreCourse reading: Mead & Conway, Chapter }, pp 1-18: Chapler } pp. }1.
1st Day:
Fairbam:

Introduction
Welcome _
The fulure for PARC in LSI design

Course overview _
Goals ) o
Stalegy/ mecthodology
Course outline

Finile-siale machine as an overall goal

Simple models for MOS transistors
Resistance/capacitance model
V/1 chartleristics
Enhancement and depletion mode devices

Relation belween circuit, layoul, and sticks representations
Nand/Nor logic as examples of above

Lyon:

Mixcd nolations
Registers

Shifl Rcgisters

Pass transistor stecring
Logic blocks
Transistor ratios/Delays

Hemework:

1. Read in M&C: Ch. 3. pp. §27: Ch 2. pp. 1-17. Skim Ch. 5.
2. Design priority ciruid (stick  representation)

Ind Day:
Dasic digilal sysiems slruetures:

Lyon:

Structured  design  methodologies (conk)
- Arrays: ROMs, PLAs, FSMs
Static/Dynamic memories

Fairbaim:

Uscful building blocks:

Adders, ALUs

Shifters

Stacks (gating clocks to control function)
Smart Mcmories:

CAMs



Homework:

. Read M&C: Ch. 1, pp. 19-32, all Ch. 2, Ch. 4, pp. 1.
) ) 2 bo stick. diagram of clocked circuit of own choosing (eg)
‘ -Comparator ' '
- -Clocked PLA
-Counter
~Twordimensional stack

P

3rd Day: .
'  Fairbaimm:
Fabrication
Layout/Iesign Rules
lcarus tutorial

»

Lyon:
- Real NMOS transisiors
Timing/Delays/ Fanout/Rativs/Body  cffect/ switched loads
Super buffers - ‘
Pad 170 _

Homework:

1. Read M&C: Ch. 4, pp. 37-41: lkarus Manual '

2. Do layawt of function which was stick-diagrammed on 2nd day: design clock drivers for
an array of this function and predict delays down diffusion or poly lines, (use lcarus or
hand layout)

&b Day: | .
Chip Ivsign ecxamples: -
Fairbaim: Content addressable cache - System design consideralions and the use of circuit”

- simulation.

Lyon: Serial Mcemory - Syslem tradeoffs and power considermations, cle.

Fairbaim:
Scaling
- Fulure fochnologies

Homework:

1. Rcad M&C: Ch. 4, pp. 31-36: Hand-outs _
2. Continue wilh design of previvus assignment: use symbels (PLA or other cxample)

5(h Day:

Fairbaimm:

Desipn  methodologies
- - Design  languages/ioois



The automated line - ADF
" Lyon Conway: |

Summary of LSl aclivilics in uriversities
Course summary and the MIT expenience

Homework:
1. Finish Mead & Conway
2. Finish project chip by April 20

Advanced Seminar Topics: (nol complete)
System Design philosophy - Carver Mead
Tradc-offs in mcmory ﬁyslcm dusign - Lynn Conway
Selftimed logic - Chuck Scitz
Towards automated layoul - Dave Johannsen, Ron Ayers

Chip design cxamples - by the class



-

 WHAT TYPES oF IMES A

WE TALK ABouT ?

e D16 !TAL . SYSTEMS
= SPECIFICALLY @

FINITE STATE /MACHINES
ComTROLLINE A DOA/T A
PAry — o &

pRATA

2 TYPES OF cawﬁodﬁﬂrs
CONSISTENT SE7 OF CLoCk
(2 & , Nor-OVERCLAPFIN



Side #9

Why design in n!VlOS?
. Mogt common LS} technology available
High performancé, high density, scalable
Eas.ier to design than bipolar circuits

. TechniQues are transferrable-to_ other
MOS technologies |
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Homework for Monday PM -- due Tuesday AM before class.

1(a). Construct a stick diagram for an MOS structure implemeniing a 4-input prioritizer as
described  below: :

A B C D Ap Bp Cp Dp A — — Ap:
o 0 0 0 0 0 0 0 pAid adinput |y
0 0 0 1 o 0 o 1 B oritizer b= C
0 0 1 X 0 0 1 © G| pronteer p
0 1 X X o0 1 0 0 Dy — Dp
1 X X X 1 0 0 O

X=dont'care

Hint: -you'll probably nced the GND (logic 0) input, and some solutions use the VDD (logic 1)
input. -

1{b). Explain the principle behind your solution to 1(a), i.c.. the basic idea of how your design
works. Could your design be expanded in some natural way to implement prioritizers having more
inputs? How?

2. Conslruct stick diagrams for at least 2 distinctly different ways of implementing the following 3-
input combinatorial function in NMOS: '

A B C oUT
o o0 0 0
0 0 1 1
0 1 ¢ 1
¢ 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1

Hint: some solutions make use of the fact that this is a 3-input IExclusive-OR or Parity function.
There are many ways to attack the implementation of this function.

Reading Assignment: M&C Ch.3, pp 8-27,and Ch. 7, pp 1-17; skim Ch. 5.
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Microelectronics
and Computer Science

Large-scale integration makes logic elements fast and cheap, leaving

movement of data still slow and expensive. New theories and designs

are required, based on parallel processing and geometric regularicy

by Ivan E. Sutherland and Carver A. Mead

an era of computer technologies

in which wires were cheap and
switching elements were expensive. In-
tegrated-circuit technology reverses the
cost situation, making switching ele-
ments essentially free and leaving wires
as the only expensive component. In an
integrated circuit the “wires,” actually
conducting paths, are expensive because
they occupy most of the space and con-
sume most of the time. Between inte-
grated circuits the wires, which may be
flat conducting paths on a printed circuit
board, are expensive because of their
size and delaying effect. Computer theo-
ry is just beginning to take the cost re-
versal into consideration. As a result
computer design has not yet begun to
take advantage of the full range of capa-
bilities implicit in microelectronics. As
we learn to understand the changed rela-
tive costs of logic and wiring and to take
advantage of the possibilities inherent in
large-scale integration we can expect a
real revolution in computation, not only
in the forms of computing machines but
also in the theories on which their design
and use are founded.

Why is it that computation theory
needs to be revised? Suppose one sets
out to develop some theories of compu-
tation. hoping to put them to work
toward two ends: to establish upper
bounds on what is computable and to
serve as a guide to the design and use of
computing machines. Such theories
would presumably also advance under-
standing of computation processes and
perhaps shed light on the nature of
knowledge and thought. The theories
might be based purely on mathematical
reasoning or might also be based on fun-
damental physical principles. By mathe-
matical reasoning alone one can prove
many things about computers without

Computer science has grown up in

resorting to physical principles. Only by

attending to physical principles. how-
ever, can one make more quantitative

2

statements about how long a computer
of given physical dimensions must take
to accomplish a given process. based on
the fact that information cannot move
around in the computer faster than the
speed of light and that it takes a certain
amount of matter, energy and space to
represent one bit. or binary digit. of in-
formation with a given reliability.

Computer science as it is practiced to-
day is based almost entirely on
mathematical reasoning. It is concerned
with the logical operations that take
place in computing devices. It touchsas
only lightly on the necessity to distribute
logic devices in space, a necessity that
forces one to provide communication
paths between them. Computer science
as it is practiced today has little to say
about how the physical limitations to
such communications bound the com-
plexity of the computing tasks a physi-
cally realizable computer can accom-
plish.

That is 50 in part because anyone who
thinks of a computer as a logical ma-
chine that performs logical, numerical
or algebraic operations on data will nat-
urally think of the machine in terms of
the mathematical notation relevant to
those fields. In such notations the sym-
bol x written in one place on the page is
identical in meaning with the symbol x
written in another place on the page.
The idea that communication in space is
required if such values are to be identi-
cal as represented in a computer storage
device has no place in the notation. The
notation itself focuses attention on the
logical operations, reflecting the fact
that human beings think most effective-
ly about only one thing at a time. A
mathematical proof is a sequerice of

steps we absorb over a period of time.’

and it is easiest to think of computing
devices that aiso do only one thing-at a
time. The sequential approach to math-
ematics is not required instde a comput-

er, but the mathematical approach we
normally take to problems does not en-
courage us to think of approaches other
than sequential ones for the solution of
problems. Nearly all computers in oper-
ation today perform individual steps on
individual iterns of data one after anoth-
er in time sequence.

It was appropriate to ignore the costs
of communication when logic elements
were slow and expensive and wires were
relatively fast and cheap. Sequential
machines are appropriate to such tech-
nologies because they can be built with
2 minimum number of switching ele-
ments. We have been'led—by natural in-
clination. by our accustomed noiations
for mathematics and by technology—to
develop a style of computing machines
and a body of computing theory both of
which are rendered obsolete by integrat-
ed-circuit technology. We have been
able to ighore the limitations placed by
physical principles on communications
inside computers because those commu-
nications did not slow down our opera-
tions appreciably and were only 2 small
part of the cost of the machines we built.
By making logic elements essentially
free and leaving communication cost
the dominant factor, integrated-circuit
technology forces us into a revolution
not only in the kinds of machines we
build but also in their theoretical basis.

Developing a new theoretical basis

“OM” CIRCUIT, an experimental microproc-
essor designed by the authors at the California
Institute of Technology, is notable for its high
degree of regularity, which makes it possible
to pack more logic and memory functions on
the chip. The main body of the chip (omitting
the communication interfaces at top and bot-
tom} is made up of 16 nearly identical col-
rmns in four groups of four; each column rep-
resents one bit of a 16-bit computer. About
40 percent of the chip {{ower partion) is mem-
ory; middle 20 percent is the “shifter” section
and top 20 percent is the arithmetic sectinn,
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for computer science will not be easy:
indeed, the task has been put off in part
because it is very difficult to combine
notions of logic with notions of topolo-
gy. time, space and distance, as a new
theory will require. In this article we
shall outline some of the elements such
a theory must include, first by examin-
ing the inadequacies of a simple existing
theory applicable to small logic net-

- works. Then we shall see how the chang-

s in the relative costs of wiring and log-
ic must change the nature of the com-

puters built in the future. Finally we
hope to outline some elements we feel
belong in a theory of computation ap-
propriate to the new structures. Such a
theory will be quite unlike the present
basis of computer science, and so we
feel justified in describing asrevolution-
ary the effect of integrated-circuit tech-
nology both on the design of computing
machines and on the intellectual frame-
work within which such machines are
exploited.

Most computer-science curriculums

include a course in switching theory.
even though it is largely irrelevant to
the present-day practice of computer
design. Switching theory, which was de-
veloped to help design the relay-operat-
ed switching networks of automatic tele-
phone systems, provided guides thaten-
abled a designer to formulate a network
with the minimum number of relays for
accomplishing some given logical oper-
ation. It has been extended to the design
of networks of newer kinds of logic ele-
ments, for example a logic network with

}
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INTERCONNECTIONS among the logic elements of an integrated
circuit have hecome more expensive than the elements themselves.
Moreover, as the complexity of a randomly wired array of elements
increases, the interconnections become Yonger and more numerous.

4

Even at modest Jevels of complexity “wiring” occupies most of the @ :
available space on an integrated.circuit chip. This is a comparatively
simple integrated circuit dating from about 1971. Note that the linear
¢onnectors running between active elements occupy most of thespace.



the minimum number of conventional
logic gates.

There is no guarantee, however, that
such a minimum-number network will
occupy the minimum space in an inte-
grated circuit or perform its task in the
minimum time. Integrated-circuit de-
signers find they can often add transis-
tors to a design and thereby save space
or time, because adding to the minimum
number may simplify the pattern of
conductors in the design and may speed
up its operation. Switching theory does
minimize the number of switching com-
ponents, but it ignores the costand delay
of the communication paths. In today’s
technology the area of a circuit devoted
to communication between elements
usnally far exceeds the area devoted to
switching elements, and communication
delays are much longer than logic de-
lays. What is needed, therefore, is a the-
ory that minimizes the cost of computa-
tional tasks, considering not only the
cost in area and time of the switching
elements but a2lso the much larger area
and time costs of transporting data from
one place to another. Because switching
theory as it is known today is based on
an obsolete cost function it is largely
useless for the design of integrated cir-
cuits.

Switching theory is even less useful at
the level of design where one is combin-
ing integrated circuits into a larger sys-
tem. In most cases it costs much more to
test, package and interconnect integrat-
ed circuits than to manufacture the cir-
cuits themselves. These costs are largely
independent of the particular function
of the circuit involved. Even if the cost
of the circuits is ignored, communica-
tion from one integrated-circuit chip to
another is much slower than communi-
cation on a single chip. Given a cata-

.logue of standard circuits, there is great

motivation to introduce more complex
integrated circuits because fewer of
them are required, so that the large cost
of mounting and interconnecting them
is reduced. In fact, designers often speci-
fy integrated circuits containing super-
fluous elements because there is no cost
advantage to eliminating the unneeded

~ switching elements. Switching theory

has nothing to say about these impor-
tant issues of cost and speed.

Although the cost of communication
has so far found no real place in the
theoretical results of computer sciznce,

it does play a role in the thinking of

practical designers. Seymour Cray, the
designer of many 6f the most powerful
computers, cites the “thickness of the
mat” and "getting rid of the heat” as the
two major problems of machine design.
Itis obvious that controlling the geome-
try of the interconnections is essential. If
connections can be made to follow regu-
lar patterns. they can be produced by
less expensive methods and can also be
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COST OF AN INTEGRATED CIRCUIT is a smali part of the cost of a complete system. As
is shown here, the cost of a single typical integrated-circuit die in a wafer is only 10 cents.
Given about a 20 percent yiel of gond chips, after packaging and testing each good chip costs
$1.60. Assuming that 100 chips are nssembled on each of 20 printed-circuit boards, the cost per
chip is almost doubled by each chip’s share of board, back panel, cabinet and pawer supply.
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THICK MAT OF WIRES covers the back panel of a large general-porpose computer, in this
case the Cray Research, Inc,, CRAY-1. Moving data over the wires takes time and costs mon«
ey, and the thickness of the mat makes repairs difficult. Arranging elements of a computer
so that wires are all parallel would greatly reduce the complexity and thickness of the mat,
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REGULARITY is a characteristic of memory circuits and of certain arithmetic circuits, such
as this 16-bit multiplier array made by TRW Inc. The chip, about .28 inch square, contains
more than 18,000 transistors and resistors. Regularity makes for high logic-element density.
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made to occupy less space and so be
faster,

If the geometry of interconnection
paths is not carefully controlled, the
space required for them grows more
than linearly as the number of logic ele-
ments to be connected is increased. This
nonlinear growth comes about because
bigger systems require more wires,
which are on the average also longer.
Because the interconnection paths grow
both in number and in length the total
area or volume devoted to communica-
tion becomes disproportionately larger:
to interconnect twice as many randomly
placed devices requires four times as
much communication space. To accom-
modate greater wiring space larger
printed circuit boards must have wider
spacing between components than small
boards have; Los Angeles suffers more
from freeway congestion than Plains,
Ga., does.

Not only do longer communication
paths occupy a disproportionate
amount of space but also they function
more slowly than short ones. That is be-
cause signals traveling even at the speed
of light take some time to travel down
a path and also because longer paths
store more energy. (Inside integrated
circuits the speed limit set by the speed
of light is not yet an important issue be-
cause the distances are snort compared
with the switching times of the logic ele-
ments; the energy-storage delays, how-
ever, are important.) Before a signal
path can be switched from one electrical
state to another, the energy stored in the
path must be removed and converted
into heat. One must either design a larg-
er driving circuit to provide for the larg-
er power required to switch long wires
quickly or suffer the delays of passing
the larger amounts of energy through a
less powerful driver. More powerful
drivers must themselves be driven, and
they are therefore not only larger in area
but also inherently slower than small
drivers. '

Moreover, the heat generated by the
more powerful drivers must be dissipat-
ed in some structure, which itself occu-
pies space. It is quite possible that the
signaling energies required in a given
technology and the size of the structures
provided to dissipate heat may set an
upper limit to the complexity of the sys-
terns that can be built in that technology.
Above such a limit the increase in wire
length required to provide the space to
house what is required to drive longer
wires may exceed the original increase
in length of wires that was made possi-
ble by the larger drivers! There is so far
no theory addressing the limits to speed
and complexity that may be imposed by
this possibility.

The disproportionate growth of inter-
connections can be avoided by building

L T S
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PRINTED-CIRCUIT BOARDS can also be desicned to minimize
the preponderance of communication paths. Regularity decreases the
amount of wiring (top). A five-by-seven-inch board of irregular logic
made by the Evans & Sutherland Computer Corporation (top left)
is compared with a more regular memory board of the same size (fop
right). The larger the board, the greater the preponderance of wiring.

An 8Y;-by-10-inch board, the Digital Equipment Corporation’s
LSI-11 microcomputer, shows how much area is occupied on a con-
ventional large board by communication paths (bortom). IE the close
packing characteristic of the regularly wired memory circuits that
can be seen in the top right portion of board could have been attained
throughout the board, the board would have been only half =s big.

7
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CE CARD
PROCESSING MEMORY DISPLAY TERMINAL PRINTER [ - » -
UNIT READER

COMMUNICATION “BUS” connects a computer’s central processing unit to memory mod-
vles and other peripheral units {rop). It is typically a flat cable of between 20 and 100 long wires
that are tapped as they pass through each of the connected units. Photograph shows Digital
Equipment Corporation’s UNIBUS (wide, light-colored flat cable) connecting two disk mem-
ory vnits (zpper left) with central processing unit (ower righ?) of DEC’s PDP-11/40 computer.
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very regular patterns of interconnec-
tion. There is already a trend toward
very regular wiring patterns for inte-
grated circuits and the interconnections
among circuits, Read-pnly memories,
for example, implement complex and ir-
regular logic functions with a simple
and very regular integrated circuit pat-
tern. This regularity is desirable not
only because it makes the specification
of such functions simple but also be-
cause it may be the most efficient layout
from an interconnection point of view,
We believe regular patterns of wiring
will play an increasing role in future de-
signs. In part, computer science will be-
come the study of the regularity of these
structures.

he architecture of a typical comput-

er includes a single logical process-
ing element that communicates with a
random-access memory through 2( to
100 long wires combined into a “bus,”
which, like its namesake, provides pub-
lic transportation for data but is actually
more like a telephone party line. The
communication bus is often a flexible
cable 50 to 100 feet long. A signaling
protocol is specified for the bus so that

‘all the units to which it is connected

communicate in a common way and
avoid interfering with one another. The
great-advantage of a bus structure in a
computer is that any unit connected to

- the bus can communicate directly with

all other units. Moreover, the protocol
and the bus structure may survive sever-
al generations of hardware develop-
ment, 5o that a line of computing equip-
ment can adopt new storage devices,
new input-output units and even new
processing elements. In addition, the
number of switching elements devoted
to communication in each unit on the
bus is minimized because each unit
needs to communicate with only the one
bus to send messages anywhere.

The drawback of the bus structure is
that it provides a communication bottle-
neck. Consider a typical computer with,
say, one million words (32 million bits)
of integrated-circuit sterage built out of
2,048 circuits that store some 16,000
bits each. Any one reference to memory

- can potentially sense the values of 128

bits on each of the 2,048 integrated cir-
cuits constituting the memory. Of these
quarter-million bits to which access is
obtained on the integrated circuits only
2,048 (one from each integrated circuit)
are delivered outside the integrated-cir-
cuit package, and of these 2,048 only 32
are delivered over the communication
bus to the logical processing unit of the
computer. It is assumed that the com-
munication bus connects the memory
and the logical proceéssing unit; we as-
sert that in fact it separates them. Each
memory access in a large computer
wastes access to many thousands of bits
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TYPICAL MEMORY CHIP has 16,384 bits arranged ina 128 X 128
array (top). An entire row of 128 bits can be accessed at one time,
but a selector enables only a single bit to pass to an output pin {dark
color). A typical memory system is made up of 2,048 such chips, say
64 groups of 32 (bortom). Only 32 chips can place their outputs en

the 32 wires that join the bus to the central processor. Of the 262,144 -

(128 X 2,048} bits that moved less than a millimeter on each chip, only
2,048 moved three millimeters to get off their chip and enly 32 moved
a meter to the processor, In other words, the bus utilizes only about
an eight-thousandth of the memory cbips’ available “bandwidth.”
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“PIPELINE” PROCESSOR is one of three kinds of parallel processor, illustrated on this page,
that bave been effective. Iir a pipeline processor data are passed along froir one specialized
processing element to the next, with each element performing a successive operation on the
data. The pipeline is analogous to an assembly line: all operations are conducted simultaneous-
1y but nat on the same material. The pipeline configuration is optimum as long as the same
basic type of operation is to be performed; it is less effective when the operations are variable,
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ARRAY PROCESSOR is effective when much identical processing is to be done on many
items of data. All the processors receive the same instructions, like a company of soldiers drill-
ing “by the numbers.” The limitation here is that individual computations must depend only
on the data in a prrticular element and its immediate neighbors. This can be efective, however,
in operations such as weather simulation, where Iocal atmospheric interactions are signifieant.

COMMUNICATION PATH

"""" ] ! !

INDEPENDENT PROCESSORS connected by a communication path constitute the most
flexible arrangement for parallel execution of different operations. Tasks are given to each
processor as is required, as they are to the individual workers in a cottage industry, The system
works best when each element can o much processing and need not communicate much with
other elements; bottlenecks develop when tasks require elements to wait for the party line.
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by selecting only a few bits to send over
the memory bus to the central process-
ing unit. This waste is tolerated for two
reasons. First, it simplifies our concep-
tion of the machine and matches it to
our natural inclination to do one thing at
a time, Second, it provides a single, sim-
ple interface between various parts of
the machine.

We pay a high price for this conve-
nience. In an age when memories and
logical processing elements were made
by different technologies, we had little
choice. Now, however, with the silicon
integrated circuit dominating both the
memory and the logical processing tasks
in computers, there is little justification
for continuing to accept such waste,
Now it is possible to distribute the mem-
ory bus over many thousands of inte-
grated circuits, in effect giving each log-
ic element the memory it needs by mov-
ing information less than a millimeter
from memory to processing facilities lo-
cated together in the same integrated
circuits on each of many thousands of
chips. We are just beginning to explore
systems with this unconventional archi-
tecture. To employ them effectively we
must learn how to match the complexi-
ties of given problems to the simple
fixed patterns of communication pro-
vided in the systems we can build.

Machines in which large numbers of
logic elements operate simulta-
neously are called parallel processors.
(To some extent, to be sure, every com-
puting machine is a parallel processor.
The separate bits that together represent
a number are moved simultaneously on
parallel communication paths; binary
addition is performed by an adder cir-
cuit that operates on all the bits of the
number at once; multiplication is per-
formed either by sequential addition or,
in faster models, by including a number
of separate adder circuits-and operating
them in parallel. Levels of parallelism
above basic arithmetic, however, are
rare in today's computers.) The simplest
form of real parallel processing now
available has a few independent proces-
S0Is operating on 2 common memory:
a typical large computing system has
from two to a few dozen processors at
work. Typically, however, these proces-
sors serve quite independent functions

~ and their very existence may be hidden

from the user. For example, a separate
processor may be involved in communi-
cation with the user's keyboard, in oper-
ating magnetic-tape or magnetic-disk in-
put-output units or in scheduling the re-
sources of the central processor. Such
“multiprocessing” systems have little
impact on the user’s algorithms.

Three kinds of systems that can truly
be classed as parallel processors have
been built. In one of them, the “'pipeline™
processor, several processing elements,
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each of which is specialized for some
particular task, are connected in se-
quence. The work to be processed flows

_through these processors much as work-

pieces move along an assembly line.
Communication is simple because in-
formation flows along a fixed pathway
and has only a short distance to move
between processing steps. A pipeline
processor gains efficiency for the same
reasons an assembly line does: functions
are specialized and communications are
minimized. Pipelining enables the arith-
metic sections of very fast computers to
process sequences of numbers with a
high overall speed. Pipeline processors
are less effective where the tasks to be
performed are highly variable.

In a second form of parallel processor

many identical processing elements are

brought to bear on separate parts of a
problem under the control of a single
instruction sequence. Several such ma-
chines have been built, of which the
largest and best known is ILLIAC IV.
A modern parallel processor of this type
was proposed at arecent Rand Corpora-
tion workshop on hydrodynamic simu-
lations. In this hypothetical machine
there would be 10,000 processors, each
with arithmetic capability and memory,
each built on a single integrated circuit
and all under the command of a com-
mon instruction device. All the proces-
sors would execute commands in rigid
Jock-step. The processors would be ar-
ranged in a square array, 100X 100,
and each would communicate data only
with adjacent processors to its north,
south, east and west in the array, with
relatively slow bit-serizl communica-
tion on 2 single wire in each direction.
We estimate that such a machine would
take about five microseconds to com-
municate a single 64-bit number from
one processor to its neighbor, which is
very slow by today's standards. Of
course, it could communicate 10,000

“QUICKSORT™ is a typical sequential algo.
rithm for arranging numbers in ascending or-
der. Numbers pointed to by arrows are com-
pared with the number fartbest to the left. If
the pointer farthest to the right indicates a
number greater than the reference value (row
A), it is advanced to the left until it rests on
a number less than the reference value (C).
Then the left pointer js advanced to the right
until it rests on a number greater than the ref-
erence valoe (D). At that stage the numbers
pointed to are interchanged (E-G). The proc-
ess is continued until the pointers rest on the
same number (K); at that stage all numbers to
right of pointers are greater than the reference
value, and all numbers to left'are less than or
equal to it. The same algorithm is then applied
to each subset; to complete the sorting illus-
trated here requires five more steps than are

‘shown. To sort n numbers requires n(logan)

comparisons of numbers that may be stored in
distant locations. The communication cost is
the dominant cost of executing the algorithm.

1
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PARALLEL EXECUTION speeds the sorting task. In this algorithm adjacent members of
number pairs are compared and are interchanged if the left-hand member is larger than the
right-hand one. (In the first row a “pair” is defined as two pombers the left one of which is in
an even column; in the second row the left member of each pair s in an 0dd column, and so en
alternatingly.) Sorting the entire set requires 72/2 comparisons, always of nearby numbers, In-
terchange sorting has been considered slow, but if comparison and interchange elements are at-
tached to each memory element in integrated circuits, comparisons required for one sweep can
be accomplished in one memory cycle and the sorting can be completed in 1 cycles at most.

such numbers in any one five-microsec-
ond period. It would also take about five
microseconds to perform a multiplica-
tion, but again it could perform 10,000
multiplications in that time, for an aver-
age rate of two billion multiplications
per second. Machines such as this one
are called array processors or single-in-
struction-stream, multiple-data-stream
machines. They are most suitable for
highly regular tasks such as hydrody-
namic computations, numerical simula-
tion of the weather and the inversion of
large matrixes.

A third type of parallel processor is
ont where separate, independent proc-
essors under separate, self-contained
control structures perform independent
parts of the task, communicating data
and instructions as is required. The ad-
vent of the microprocessor has, of
course, suggested to many people the
possibility of making systems consisting
of thousands of separate microproces-
sors and having them work in concert on
large tasks. Few such multiple-instruc-
tion-strearn, multiple-data-stream ma-

chines have been built, and their proper--

ties are poorly understood.

The challenge in designing or using a
parallel processor of any of these
three types lies in discovering ways in
which simple patterns of communica-
tion within the processor can be made to
match the communication tasks inher-
ent in the problem being solved. As in-
tegrated-circuit technology progresses
there will be individual circuits of in-
creasing speed and complexity. No re-
lief is in sight, however, for the costs and
delays inherent in communicating infor-
mation from one circuit to another. To
provide better communication will re-
quire more connections to the integrated

12

circuit, a bigger housing for it, more or
larger communication-driving circuits
and consequently more heat dissipation.
To obtain maximum performance from
large computing systems programmers
will have to face up to the limitations
on communication that are imposed
by physical reality. High-performance
communication cannot be provided
from every element to every other ele-
ment; the programmer will have to
match his formulation of the problem to
the available communication paths. Al-
though this is a difficult task, success in
accomplishing it will provide unprece-
dented processing power. .

We believe that just as an important
part of today's computer science con-
cerns itself with sequences of instruc-
tions distributed in time, so an impor-
tant aspect of computer science in the
future will be the study of sets of com-
munications distributed in space. If
processors can communicate only with
their nearest peighbors, what kinds of
arrangements are possible? Obviously
one can wire processors in a linear
string. Such processors can operate in
the pipeline fashion described above,
with each one passing data along to the
next, or by performing common opera-
tions under command from a central in-
struction device. Such near-neighbor
connections are highly effective for
tasks such as sorting. in which the local
communication of data suffices. Alter-
natively, one can connect processors in
an array, with each processor having
more than two neighbors. Such arrays
have a basic structure much like the
structure of a crystal, and various forms
of local communication are possible. In
our laboratory at the California Insti-
tute of Technology we are considering
the properties of the different communi-

cation paths that might be included in
such structures.

Some years ago R. §. Gaines and C.
Y. Lee, who were then working at Beil
Laboratories, described three types of
interconnection path. One kind of inter-
connection has connections that are.
common te all processors; it is effective
for sendmg commands to the processors
and for “broadcasting” to all processors
certain values that may be important in
the course of a computation. A second
kind of communication path enables
each processor to “talk™ simultaneously
to its neighbors. Such a path can handle
the communications required in pipelin-
ing or, if each processor has its own stor-
age function, open up a space anywhere
in the store by moving information
simultaneously away from the location
of the desired gap. A third kind of com-
munication path enables the processing

. elements to say something collectively

about their results. Such a path can indi-
cate whether no processor, one proces-
sor or more than one contains a given
condition, which of the processors con-
tains the smallest value or which are be-
tween the beginning and end of a partic-
ular string.

In our laboratory we have taken on
the task of building and using some sim-
ple parallel processors involving one-,
two- and three-dimensional intercon-
nection patterns. We hope to learn more
about the relation of communication
paths to the performance of such proc-
essors. We have become convinced that
the performance of parallel processors
can depend critically on the design of
communication paths that enable proc-
essing elements to make collective state-
ments about their actions. Without such
paths how does one find the smallest val-
ue stored in the array? How can one
identify the set of processors that lie be-
tween two processors with designated
properties? How does one obtzin an-
swers from a number of processors in
sequence when more than one of them
has something to report? Such paths are
electrically complex. Either they in-
volve each local processor as the driving
element in a “global” communication
task or they require intermediate cir-
cuitry specialized for collecting such in-
formation, and such intermediate cir-
cuitry inevitably introduces time delays
and cost. The best structures for this
kind of communication appear to be
similar to those in the carry circuits of
fast parallel adders, but the communica-
tion costs of such circuits have not yet
been adequately analyzed.

Acornerstone of computer science to-
day is the theoretical analysis of se-
quential algorithms, There is a large and
growing body of theory for selecting ef-
ficient algorithms for sequential ma-

_chines. This body of theory, as one

¢

g



»‘iﬂ?

might expect, focuses on algorithms that
minimize the number of logical opera-
tions required to accomplish some task.
For example, it has been shown that for
putting numbers inte sequence, “quick-
sort” algorithms are the best to use be-

: cause they require only n{logen} com-

parisons. This body of theory assumes
that all data elements in storage are
equally accessible and that the move-
ment of data is free.

Data elements In storage are never
really equally accessible, although they
can arbitrarily be made equally inacces-
sible in a random-access device by mak-
ing the access time for all elements as
slow as the time required for the most
inaccessible element. Because informa-
tion in a random-access storage device
must be moved over long distances the
daia rate in a random-access storage de-
vice of a given technology is inevitably
lower than what can be achieved with a
more orderly sequential-access mecha-
nism. Moreover, transporting data from
a memory cell to a comparison circuit
is never really free; in most machines
the transportation time far exceeds the
comparison time. And so, for example,
an analysis of algorithms seeking to
show that a particular sorting algorithm
is best is based on giving what may be a
less than optimum machine the task of
performing that algorithm; given a dif-
ferent structure, sorting might be done
much faster.

Work on the theory of algorithms has
not yet focused on the true relation of
computing costs to communication
costs. Given that one starts with a blank
piece of silicon and is free to place wires,
logic gates and so on anywhere one
chooses, what choices should one make
to accomplish a given computation task
in the least time or on the smallest possi-
ble area of stlicon? We have no basis at
all for making sensible choices as to the
computing structures we should build.
We do have a large body of experience
with a particular structure: sequential
machines with random-access storage.
It may be that such machines are effec-
tive because overall they best match a
wide variety of ¢computing tasks. There
is mounting evidence, however, that a
parallel structure can outperforr the
standard computer by many orders of
magnitude on tasks that are suitable for

parallel execution. As such unconven-

tional structures have appeared, a wider

.renge of tasks is being discovered for

which they are suitable. Certainly one
would expect to obtain better perform-
ance by paying attention to the real costs
of systems, which is to say to communt-
cation, than by simply considering the
cost—now an almost vanishing cost—of
logical processing.

We believe adequate theories that ac-
count properly for the costs of commu-
nication will be an important guide for

designing the machines that have been
made possible by the integrated-circuit
revolution. We believe such theories
will have their basis in the study of reg-
ularity. so that computer science will
come to include a body of theory akin to
that of topology or crystallography. Al-

though such a development is revolu-
tionary in some ways, it is essentially a
continuaticn of the search for regularity

. in all programming tasks. Computer sci-
entists will simply add geometric regu-

larity to the logical regularity they have
already come to know and value.
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WIRES THAT INTERCONNECT MODULES of an array processor can be exploited in
three distinct ways. One t¥pe of connection “broadcasts” information from a control centertoall
modules {gray). A second type (black) moves Information from a selected module to 2 con-
trol destination, one module at a time (heavy black line). A third type passes data from each
module to its nearest neighbor (color); in this case all the modales can “talk” at the same time.
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TWO SUBTYPES of the third type of wiring are in common use. In one subtype (¢op) informa-
tion passes into a module during one step, is provessed and then passed on to the next mednle
Quring the next step. The other subtype (bortom) is designed merely to “discover” something
shout a module {or a number of modules collectively) and to do so quickly: informatien is
moved past a module unchanged durieg a single processing step, provided that the module is in
a specified state. Such wiring might discover, for example, where the 9's are in a parallel adder.
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Fig.2c. NAND Gate: Circuit Diagram
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Fig.2d. NAND Gate: Logic Symbol
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If +he coutrol [ine of oo switch

s connected to no l[cad and
no "oN" switch terminal, then

‘F remewmbers (ts state —

P

ON or OFF,

- VDD

ouT ounr

'N__._——-/'.-—-—-- n
' -
O

Dyn amtc S‘f‘ora_ﬂe, Neode

oUT = complement of stored .valu.e.

e o s v kA e e PR T T ST



" R’egns{'ers. |

Two T'kmas -h; - De sigh ;. ;__'_l’___'___'

- Gates wcf“[w sfokacje;“ R
~nodes - mpu\"s e s

_Combma{-orcal ﬂ_oaic: |

1. Switeh logic |
- (pass transistor loguc)
2. Gates

(1evel-restoring logie)

Lﬁ%’ﬂe meéﬁaries C’rL a.ha.{oa cireul s
avre austher 5{45_}'95‘!‘.



| G cd'es ) “____

DF ﬁ Ga{'e lS 'a. loacl Plus

a - Swi v fch hef'work

R j"‘;ij:__'iif:___._ _C,,,,;ed_e_d to Ground.

SNV NerR  NAND

| %_ | jf o \;ijvw

I I

Notice: Entire systems ean
be bmH‘ with only Iﬂ\,eﬂ'ers
o pase- +r¢n:515f'ov" lbgsc. L
1s ased.

- GND"_

Tt"’.ldi’;ﬂa Gt_l'{'es v, Sw:"f*ch !ogl‘C-‘ |
s a 3&#3(3 part of +the qame,



Use switch model: 1 => ON,
Exception:  (jn ¥Mos)

SQ{fc(r\ (ogt'c. oufpu‘f ;F\ould viﬂ'

control wore switech logic,

Voo — "}DO
4 g
o ‘._ﬂ:"‘l
“l :3?; q ]
— 2.V, i |
V ,l UDD Iz" ”__TH et pr—
1 op . Lo
I WRON &
12 Vee o-‘\{on"VrH" 1 = =
Voo }
10K
1=V

Wh\{? Because switch s on" onl\,
o f com{—ro( 30.{'8 ts HI w.r.t,

ohe of the +ermma.ls “source" ;
hewnece  level- res%-ormg s needed.

— anderstand +hrs —



Mu l‘Hp\exor Logic

E xample: |
Arbitrary H-inpat logie
usihg an 8-to~1 Mux:

| ol' " , 1
I 0 T A
B Jf % fj. AR
— 3.1 Ll
i + ,“*IT y ] _.J"_—OQ"T
R
'i o 1¢ l? 1. ?
e 718 |

\a

O =

o

of

o
> |

Of

6 —F

o

» ~&F

>

D

MUX
| INPUTS.

L-Y(‘N?d‘r CONNECTIONS DETERMINE LOGIC.

Note: Inverse of Lnpuf
'S uSuu”\_f useful,




I
L.__..... ownT

| '\Con‘(‘ octs

Red~Gvreen Fcix’ﬁ’E"f'\on Bloek ¢

/

"Yeilow" Switch =
always ON;

oo *trick with oud.vahf‘o.ge.s
ond disadvantages.



¢ Multiplexor loaqic:
- "Function Block" generates
all 16 Functions of & inputs:

4 te 1

) code
n i———- MU X
B

|

ouT

. See OM2 #lLU - Chapter &



[Ch.5., Sect.1]

Out = G(AH)

G Gl G2 G3

Fig 4b. Actoal Layow of the Function Block

B e e s A L T i A Al
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Bus AOut PP Cin' Cin Bus B

D

VDD

Phl (PreCh)
VDD

Cin
GND -

vDbD

Phl (PreCh)
GND
VDD

3 .GND

vDhi»

Phl

[Ch.5, Secr1]

Figure 6a. Layout of ALU Bit Stice and Input Registers
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S, — 1= =
S, i o
Z
s,—=h ch
s, o
Fig.12a. Selector Logic Cfrcuit
I J — %3
_J_: - / g - e 2
VD pd i pa i 2
W% 7 AL VA =
A TA A
X\ XZ X’3

Fig.12b. A ‘fally Circuit



Reﬁi sters

2-Phase T«‘mz’nj Scheme

Phi-1 __] L_..-—--—\
Phe-
D M
Q- 2\

D 1te @ s 1 cyele dela\/.
We ‘a|so Use Halfw"«?egisw‘e@rx_s.



 2- P!ﬂase Mefhoaa:cm
T o ”_ﬁ“ S‘i'o.‘{‘e. s sfored dyhamccal(f:
H -Fhi:a -F'Io PS :

5 N 'oops | ln combma'l'or-m.l !oéamc;,;

_-ilfxceé_'fions are seldom needed !
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Fig.7. A Dynamic Register

e

Fig. 8. A Sclectively Loadable Dynamic Register Cell
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T i

£

L
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(O3, Sect])

phlLD TILD'
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—_—
i R 1
E
] G
= |}
R t
171
E
3 R H
t 1
-— —"
Fig. 9. A Selectively Loadable Dynamic Register o
s
(4cf7-9 press)
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[Ch.3., Sectl)]

Fig.4c. Shift Register: More Mixed Notation

?. @,

7
J

N\

YV Y
VARVARY,

Fig.5a. Array of Shift Registefs -

R AR

7/

%
-
Y

e
2

7

Fig.5b. Shift-Up Register Array



Gad‘@s "Retie Logic - e

The. suifcbes” ere” reatiy—
Cvresistors " when ON, J ﬁsﬁ:::__i |

like the load, ...c..ca —

_0 (o\_‘(e\\ow_h &“StS+OY) .

ﬁc’{'ua“;{, ‘H’ﬁc Im:»,d cuvren‘t' -

g’ Rioan 5»'_ E R o "V'é e

$C\+U.’}'€Lf@$ ___"0 ‘f@!‘“‘ #1 VDDe o
Use "}-' QS 3€ome+r|c Z 'raho }\



Ratio Logfc,: T wverter

“Yellow" Iwp lant

R\

L‘? | Z = 2
L] _ L=

BN oot

W —oN\\J<+ *




w—
]l g+ C+ D

R
ﬂ @ (o) D
Z=f  |zex  lgex  [FF
INV NOR
NAND . A.O.T
o— CDE"FG
— A c L e L
A e L iz | 8
| 8 o | 6 1
1 | ® 8

um——

2 NOR s easy.

. ‘a driveyr

ND requires big &
Ne s +ransis+or5. |
(don“‘r exceed Y inputs +?NHND)



AN

CAnother Rules

K "*' ‘15 qood'n’ 'Hae i uq"“—

o sxghal___cmes from . o leve(-
L res'f'orms stage (o. ga'('e),

___ “IQS____. logte i Vga,. e

K= 8 s ﬂe@ded i the m;:u'f‘
- comes ‘?’hrouah o  pass +raas:sf-on;]
€ - has - '@316 1= V;m VTH T

K"8 wt“ uavk euer/wl\ere
bv.‘l" may be slawer

ces Ch 1 P PR



T = the fime f‘€3ul'red For

Timing 4 Delay:
l’-—‘EJ o.s the prime process

parameter, '

o. +urned-ON driver deu(ce(')

to sink.-enough charge fo
turn OFF another driver
like itself,(®) -

A doB— 5o €

! r 3

B T\ .

! le— ~ kT

The load pulls up-+:‘mes

slower than t+he driver Pulfs dowmn.



ﬂ-tg\’—\

De“’_*‘{ -_ws"ifh. - FanoutT F :

 Delay is really asscciated ‘with

the wise & fall of a pede.

[ is the toad on the node

(ourea. relative to the driver),

[g is the impedance rafio of
tHhe 3od-e driw‘ua the node. =~

Cray = T
Trise © k" r° T i
tpais’ = (%{"'i)' T _
e.q9. k=8, =4, 'e?,B nsec
ffaair = 0,8 nsec

bat + pust count stray C !



‘NAN D¢ ' ch'es

A OI: G&.“' &S o | .. A_::
May be slow due -l-o ” grea+er
 Fanout caused By series
dr'wer' devtces | o
. k=t ? 12 ?
{- ow ths hOd@ﬁ
(vtsmg)_

a . : X
assuming e%““’ Epeans.
NOR- NOR logqre may be -F'as{'er.'

cm\ W m.amg

but .mwa loods = more ecweﬁ”

F

| Fanout of all sorts
s o b\‘ﬁ source of delgy !

R

e




Other De lmls:

1. I'n wires
o. due to sfrays-~¥'anou'f'.
b. due to aAistributed RC.

2. In pass Fransistors :
uH—imod-eh, Proporf-t'om:l fo Na |
(-For larqe N)

for N in series.

3. In driw‘na o-F-F-c(u'P:
through wmulti- stage
medium=FfanoutT buffers
(or super buffers)
(9.159 for la'rje loods

A - C.’a.i?)
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g
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e ""'F — ¢ 0
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l

Prob‘em #1
A Noﬁ-ga:'fe Sclu,{‘l‘on ;n N&-a.rea-.

“’Tc‘tp Ktzth [\?r\



N-input linear XOR array:

“conditional swap"

Fot =23 B i
o) 'r "F"-""_I‘;; T O evey
T T e
A R 8 & ¢ ¢C

(o. Popu\ar o.pproa'ck)



Z-input  XKOR (ho'(' e&Pomdab|e>
based on -Fuw\c('ion block :

OWT

ouT

O ololp



More _'””Dt;;"{?a.! S{—racfures

- Ted aé, 's +eplc P ___

For LSI Systems.

R ??&YS

Topo(ogy of Power, cw{-m{_--'-mk’_ff-m"
B w\d Date Roui'mg .

Regulo.r Slrruc{'wres for

Rcm& em Loegie,

Specml Si'ruc'i'ures for
~ Highly Functional Arrays.

More Structared Design i\'le{'(/\ca‘)loﬁ_-.-_'_;i_'_:



Jeftovers

Switch Legic Pitfalls

| Nc;'%"fée; the eguivo.leme | on(y

worlkks because +he coutrol
wwputs ore complementary,

O ——eTo undefined F ATB=1.
| \____.f_;':_?'\fo_r'ed ' A=B=0.
I I
;i B Not Eguivqlen‘[’ B
| | | for genevol #,B.




-

Pvr rays = Ea.sm s{'mc{'ures |

E'xo.mp!e - Shi ~_F+ Regtk\sf?{— ﬁrray

N

(?_M N-s'r lmhf 293.s+ers)

Arra? Adw\h{'ages
Duplzcahon o‘F sumPle cells
Reguures C°W?\PC{'(OHS only a‘{' edges

Ea.s\l to ezpress desagn :m‘en‘f'__ L

Le.. Reguio.r

'ut,‘a Lunction wr%'h
ls%'ﬂx. | complexa-}y




Arre TO,?ﬁalo%Y EKQ‘MPIQ:
< H'OV\Z-YOW(’&\ Powey —————

- Horizowtol Datoe ——

Vertical Control (Clock) |

Gnd

Voo

_Gnd.

. Y ¢. %
SRCELL- see Ch.H, Figs 8-11.



(G, oectl]

¢,

VDD

L
Lﬂ-
‘ GND

[X\]
2

\F

Fig. 8b. Hand Sketch of Layout of One Shift Register Cell
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AnG‘H\Q'r‘ Gosd Tcppotc’ﬁ\i:
Veriical Power oud Ceatvol
(all Metal > Fast) 'l |
|

\‘\‘ow-tzo-vs"rm\ DO-{'O.

Covxf"v’?\ Tabs
Sy

}:L_

|
Phel Voo S

Pkia'\/oo Gnd.

Nete: Data ..L Coh‘l'rol

s usuo.lly good.
Data usually green.



| inear  Arrays:

Rule of Hhumb:  For every Fechunglr’
- array +here are several |inear—

S oeyveys.

Notice: Pitech -should ma‘*'vc"l—;i—-

so o linear arrey can be used
+o couple the rectongular avrays.

oM2 Date Path s an example.

PLA is on exawple.



. Fl‘m.'fe-j‘Si‘-é{'é Machines _ -
-~ for contrellers and 'maw{' e

~ other fumettons, _jncluding” "
- serial  avithmetic, =~ T

N e o euT T

D3y A9h]

Thle
Combinatorial ,loge'c S a.r(:zf'mr;,
ond 'wim/ be bm"f”\ro.wdmfy,“_”'
buf a sing(e. foafc | sﬂma.-}m‘ré',f_‘f
- the PLA, is offen befter,
A PLA is measared by

!

ith\.{'S, 0“+Pu1"§, *waf\ud‘

terms:

TERMS




1

The PLA
(Proara.mmeo? Loaic 'ﬂrray)
NOR- NOR [egic

AR
AND- _ | "
OR I b I FERMS
:O'fm - . 7 .

a

= \;9 ? %(o@

CUTPUTS
triviel transformation




fen e, wetd)

Green lines enhanced +o show
| +o 9roqmd.

P ogra.w\wn'mg POCHIS ,

Fig.13c. Stick Diagram of PLA Example

Can you Find the gotes 7

Product Terms: Outputs:

Ry = (A = A | | 7y = A

R, = (Be) = BC 7y = A+ ABC
TRy = (ARBACY = A'BC - /3= B8C

Ry = (A+I+C) = A'BC | l4 = ABC + A'BC



R e - ew BB T AR AT R e T R WAt

[Ch.s, weonc]

Stored duringjcial in INREG Stored during ¢4 in QUTREG
Inpuis: . Present Next Outputs: ' Product
~_State: State: terms:

C TL TS YpYp YooYnr | ST HLyg HL; FLg FLy

0 X X 0, 0 (HG) 0, 0 (HG) 0 0 0 1 0 Rl

X 0 X 0, 0 (HG) 0, 0 (HG) 0 0 0 1 0  R2

1 1 X __00(HG)| 0,1(HY) | 1 0 0 1 0| R3

X X 0 . 0, 1 (HY) 0,1 (HY) 0 0 1 1 0 R4

X X 1 0, 1 (HY) 1, 1 (FG) 1 0 1 1 0 RS
1 0 X 1, I (FG) 1, 1 (FG) 0 1 0 0 0 R6

0 X X 1, 1 (FG) 1, 0 (FY) 1 1 0 0 0 R7

X 1 X 1, } (FG) 1, 0 (FY) 1 1 0 0 0 R8

X X 0 1, 0 (FY) 1, 0 (FY) 0 1 0 0 1 RY

X X 1 1, 0 (FY) 0,0(HG) 1 1 0 0 1 R10

Fig.15e. Encoded State Transition Table for the Light Controlier

s A AR AR A A
Ifﬁ S‘rJ NN j

1 1 1 = T R

1 T 1 1 1 - rp P — — r—ﬂ — R

1 1 1 I T s

1 T_ T 1 1 9 L o rq -4 b b ] .R.'

T T T i 1-1} R

. " R

1 T 1 i ) -9 -4 = s B 4 ¢

1 1 1 T T Re

F

i 1 i 1 ! |+ 4 4 H 4 -4 re R;

: ' . r i.,: Re

_—‘TL r 4 T T i N ! A_ 1 -1 -1 o - ] - - o Rm

ANENNNANA 2
= = Y Yy YV Y

C TL TS Y, ST HL, HL, FL, FL,

Fre 150 PLA Sequential Circuit Implementing the ight Controller
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 How 'm3 can o P"ﬁ ge-("?
Inpu.'i's 3 Oufpwf‘s are.
eas,r o - coum‘f’

Prroéucf %e?ms‘

Fer N f"PH’s..
In H"S ‘case the "AND"- Plame.
s a I-of-2N decoder

This “Full” PLFI IS exacfly
o. ROM~-— Read Only Memwy

..1"04".2"’_' - wanﬂt -
decede 1T

‘ﬁ _
N-bit out put -
Yaddress” ' (t;d)o; O-Lt)

But the q&&ress decoc%er ”

consumes half +he area !



o !:.'xamp{e.. - k 7"8

‘More Elaborate ROM:
Row 4‘ Column Deccd,”a .

( N = M 8) —

6‘?’ rowx |28 coluwn
table.

. QO*‘?@%"@F ﬁ?‘ec;;' -

o~ g
!N 'cu-r

Eac'n Row reads out 16 words,

bt !‘!ﬂ‘\'evleaued _:_"_'.'

,wﬂc\ +he coflumn *‘?‘H“hplexor g

selects oue as oufpu‘l'



 medium — PLA's, wmll ROMs

Summary

Combinatorial Logie #FSM
TEec. !amg.ues-- e —

R sma.” — Gwd'es F‘uwchtm Blocks o

S&a—mll P’ ﬂ.s.ﬁ R _:_—'—_ _'

,arse. ~-

ums{'rucfuved Ro.ndom ___loafc.:‘

- | bl3 ROM L

S"'TQC‘}L\V‘ ed o 3 12 T _
0.) decompose imto waedz um .

SIZ& , P!ECGS._W O

b) desqrz o spectal s%ruc\‘ure.
 ¥o watch +He lc:»gtc.;m"~
&, 3 hms'ni\l -Fusnchoha‘ awm,

c-F' spectql cel(s .

E’,\awplc : LCC. (Xerox wucro)

c oA 'omes +hf>s e.



AT

Memeories

Swall RAM — Register File

semi-stabic cell refreshes
ot every cloek eyclz.

bus bt
A

bus | ,n_b_\
R W

Rowm Cell as a swmall FSM;

Use pass fransistor (Ogl.c |
For bus veadfwrite connection,

OM2 has o 2- porr"\' version .,

(+wo busses CD\“Hr\' SQ'P“"""*{_E'
reod ownd write c.umfrols)

Aveoa. dominated by lines.



[Ch.5., Sect.1]

Ld A Phase 2 Rd A

Ld B Rd B

Fig. 22a. Layout of Two Dual-Port Register Cells
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Bus B

GND

Bus B

Bus A
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Cout

Bus A Out PP Cin' Cin Bus B

2 S S—

D

vYDD

Phl (PreCh)
vDD

Cin
GND

vDD

Phl (PreCh)
GND
vYDD

It

YD

[Ch.5., Sectl]

Figure 6a. Layout of ALU Bit Slice and Input Registers
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GO Gl G2 G3

Fig 4b. Actial Layout of the ifunction Block

[Ch.5., Seetl]

Oul = G(A,B)



CLOCKED LOADS

i PRE- CHARGING

(D WSES ENHANCEM

ENT mMoOE
toAOD
(PuLLs uP T Voo - Vo)
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Ves
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| _ ouT
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o L

3 Ccﬁz)

GI= G2 = Low
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T KiD Carry Chainlogic

{Ch.S., Sect1)

/F .

Carryin

Figure 6. Block Diagram of a 4-Bit ALU.
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. Result
Function Block - _ .Function Block
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. . : . [CM.S., Sacit)

Precharge Carry Out
N /N
A .

1

ﬁ‘

=

[— .

FAAA—>
+ vl

NV

* This represents how the carry
chain i buitored, tanmoat ol the

_ stoges, the vertical connestion
~ )\ ] 1a mada, while in the strgbe with
Carryin ' the ampiificstion tha Slogenal  °
connection s made.

Figuse 2. Carry Chain Circuit for the Arithmetic Logic Unit.

Precharge Carry Out

=

Carryin

Figure 3. Absiroctionof the Carry Chain Circuit.
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[Ch.3., Sectl]

S - .
SEa I TRL { SR, TR may be active only
during phase 1; sce fig. 10c]

[ TRR, SHL wmay be active only — :
during phase 2; see Fig. 10¢] I i KRR SHL,
Fig.10a. One Horizontal Row of the Stack
Gpt‘; Voo GHe

F .




Poss ol EYAMPLES oOF
SMART MEMORIES !
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I ——— T

®© MEMORIES WHICH SORT
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@ MmMEMmMoRIEL wHICH DO
SARLHEE CoteEliron

B MEMoRISS WHICH SENGRATE
A PASTER DISPLpY FRom
DR7A REPRESENTEY AS
RECTANELES |

B ConTENT ADDRESSAELE
mEMOR I1ES.
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An Introduction to VLSI Systems Design

LS!I Systems Area - Xerox Palo Alto Research Center
Homework # 2 - February 27, 1979

File: iLsiHomework-2.bravo

The basic goal of today's assignment is to explore the design of clocked structures. In
tomorrow’s assignment you will be asked to actually lay out the designs you do here.
Having the stick diagrams prepared ahead of time will make learning the layout process
easier.

1. Prepare a stick diagram of a four-bit synchronous counter. The implemenitation may take
a variety of forms including a PLA or a less regular structure. How easily is your design
expanded to 8 or 12 bits? )

2. Figure 1 below sketches the block diagram of a serial bit string comparator. The
function of this subsystem is as follows: A stream of data bits is clocked through a data
register, which might be 64 bits long. Each clock cycle. the data bits in the register are
compared with a previously loaded pattern of bits in a key register. However only a subset
of the bits are actually compared, namely those in positions marked by a pattern of bits in a
mask register. The comparison is made in a comparator, which has a match line running
through it. If any of the data bits in positions marked by the mask bits are different from the
key bits, then the Maich Line is pulled low. Otherwise it is left high.

Prepare a stick diagram of one bit of this structure, including each of the registers and the
matching logic.

Flg, 1
—_— DArA RESISTER —>
N \ \l/ o
Com PAEATIA
A A}\ N N I~
7 K EN PrGrSrsd | P

.
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{3 1t has almost becomme a law of nature, thc way metal-
oxide-semiconductor devices double in density or
performance every year, Over the last decade, Mos chips
have gone from being low-density shift registers, gates,
and flip-flops operating at millisecond speeds to being
entire memories, microprocessors, and dedicated systems
and subsystems paclmg iens of thousands of electronic
functions into a single device that is capable of nanosec-

~ ond operation,

Fueling this astonishing progress is the tremendous
versatility of metal-oxide-semiconductor technology.
Starting out as a high-threshold p-channel muliiple-
supply circuit technique capable at best of simple
calculator and serial-storage functions, M0OS moved to
n-channel single- and double-layer structures that use a
single 5-volt power supply to perform complex computer
instructions in less than 100-ns cycles and static and
dynamic memory operations in less than 50 ns—-all at
ever lower power dissipations.

- Now MOS circuit tevhnology stands at a still higher
level. For the first time it can challenge the performance
of bipolar circuits, while continuing to set new records in
complexity and low cosi. The techniques that have
proved capable of achieving this breakthrough are
varions but share a cruciai characteristic in that they all
shorten the effective chznna!l length, or drain-source
spacing, of the fundamental MOS transistor.

Two approaches are possible. One relies on a double-
diffused preocess: a depiztion-mode device with a rela-
tively Iong, 5-micrometer channel under the MOS gate js
integrated in serics with a l-um enhancement-mode
channel, wnich is formed by the outdiffusion of boron
through the self-alignzd source-junction opening. The
process is called D-M0S when the double-diffused struc-
ture has a planar configuration, but v-M0S when the
structure has a vertical configuration, with the surface of
the MOS transistor laid on the face of a V-shaped groove

ceen watehed anisotrepically into the silicon substrate. In either -
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case, the double-diffused structure requires new process
technology and circuit structures that differ markcd]y
from standard silicon-gate techniques.

_ The other approach relies on scaling down the size and
parameters of MOS devices directly—in other words,
device-scaling conventional n-channel! silicon-gate siruc-
tures. This is nothing new; right from the start MOS
designers knew that by trimming down the size of their
dewces they could achieve higher spccd higher density,
and lower power dissipation.

To achieve their new high-performance process called
H-MO0S, Intel has chosen thc direct device-scaling method
for two reasons. First, it evolves directly out of standard
silicon-gate processing and so requires necither new
device structures nor complex circuit schemes {either
requirement would make yiclds and fabricating costs too
unpredictable to guarantee their usefulness over a wide
range of semicenductor products). Second, it fits in with
the trend to smaller and smaller circuit patterns, as
photolithographic methods grow more refined and elec-
tron-beam wafer-fabrication techniques stand ready to
take over.

Further, double-diffused structures have a limited
future. They may have been appropriate two to thres
years ago, when the industry was unable to build chan-
nels Iess than 5 or 6 pum long. But now that 4-um (and
soon 3- and 2-um} channel lengths are possible, the need
for new structures like D-a10s and v-mM0s may simply be
in the process of vanishing.

How to 3cal2 an MO 3 device

Figure 1 shows the cross section of a silicon-gate
n-channel device, where L is the channel length, Tex is
the pate-oxide thickness, X, is the junction depth, Lp is
the lateral diffusion, and Cp is the substrate doning level.
Now, first-order scaling theory says that the characteris-
tics of an MOS device can be maintained and the desired

operation-assured :if* the-parameters of the ttvice are |

+
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Dayice demension, Tgy, L, Lo, VL X, . /S
Substrate doping, Cg S

Supply valtege, V 1/8

Supply currens, | 1/8

Parasitic capacitance, WL T 4 /5

Gate dalay, VC/I {7} 18

Power dissipztion, V! 1/5%
Power-delay product D ¥4

1. Scaling down. To reduce the size of an MOS device, 2il physical
parameters must be scaled down proportionally. If the channel length
L is shortened by 1/S where S is the scaling factor, then the oxide
thickness, Tox, the lateral underditiusion, L, and the junction depth,
X, mus! also be scaled down by 1/S. Meanwhile, the substrate
doping constant, Cg must be increased by 8.

scaled as shown in Table |. When S is the scaling factor
and the channel length L is scaled by a factor of 1/8,
then the other device dimensions—the thicknesses of the
gate oxide and the lateral underdiffusion, the device
width and junction depth—rnust also be scaled 1/8S.
Moreover, to maintain adequate threshold voltage and

" drain-source breakdown voltage, the scaling theory also

states that the substrate doping concentration must be
increased by S, while the supply voltage and current
decrease by 1/S.

The efiect on performance

When this is done properly, the increase in the
performance of the device is dramatic, as Table 1 alsc
shows. The parasitic capacitance, gate delay, power
dissipation, and power-delay product all improve mark-
edly. Since the parasitic capacitance goes down roughly
as the junction depth decreases, it too scales by 1/8;
this mcans that since gate delay is roughly proportional
to parasitic capacitance, it is scaled by 1/S as well.
Moreover, since the device’s power dissipation is propor-
tional to the supply voltage and current, it scales by the
still stronger factor of 1/S2 Finally, the bottom line of
all this is the power-delay product, or figure of merit, of
the MOs device; and since it is the product of the gate
delay and power dissipation, it is scaled down by a very
significant factor of 1/S% Thus, scaling the dimensions
of an MOS device improves its perforxnanw by the cubu
of its scaling factor.

In short, by reducing thic dimensions of a circuit, the
MO designer gains enornous leverage on its density and
performance-—a statement that happens also to describe
a recurring event in MOS history. Table 2 places the
move o H-MOS in this perspective. Notice the sharp
reduction in circuit parameters that occurred between
1976 and 1977 when Tatel went to H-MOS from standard
n-channel silicon-gate processing. By reducing the
channcl length from 6 to 3.5 pm and decreasing the
other parameters appropriately, it was possible to
quarter the spoed-power product. This improvement

would have been evea Targer had the supply voltage been
sealed as required by a fust-arder devicesscaliog theos ‘r,u

msiend of being kcpl at the more accepthble 5-v sysitin

Shoctennica ZAuceast 11077

Device/eireuit parameter ,.,Ejf]:?,%s %?;s 1';?;3
1276

Chanael length, L {um) [ B 35 ¥
Laterat diffusion, Lp {um) 14 14 06 04
Junction depth, X; (um} 20 20 (R} 08
Gatz-oxide °
thickness, Tox (A) 1,209 1,200 100 400
Powser supply
voltage, Ve (V) 4-15 4-8 3-7] 2-4
Shortest gate defay, v {ns) 12-15 4 1 0.5
Gazte power, Py {mlV} 1.5 1 1 04
Speed-pawer poduct (pJ} i8 ] ! D2

nology, four of which are Jirecily reluied

level. However, by 1980, as channel length shrinks to
2 pym and the supply voltage lo 3 v, performance will
improve even more dramatically, this time by a factor of
five, to become altogether 20 times better than that of
1976 M0s devices. _

An example of what device scaling means to the user
of integrated circuits is givan in Figs. 2 and 3, which
chart the progress made over the years in static random-

‘access memories. In 1972, the standard static MOS RAM

was the 500-ns 2102, buiii with a 6-um channel length
and 1,200-angstrom gate-oxide thickness. Its resulting
speed-power product was 18 picojoules. It cccupied a
silicon chip nearly 140 mils on 2 side and had a cell size
of almost 8 square mils.

In 1974, the 2102 was re -*swmd around a depletion-
load n-channcl technology that shrank its dic area by
15% and its access time 1o 20-) ns. To this process oxide
isolation and built-in substrate bias were added in 1976,
to create the 2115 static rasm that accessed the same
1,024 bits in less than 70 ns. Today, the impact of device
scaling is cven more app?rs;st with #-3:08, which fits the
2115 rAM (now called the 2115, \) onio a c.n"p slightly
larger than 100 mils on 2 side, while improving access
time typically to 25 ns.

rore 1o come

Morcover, applied to a 4,096-bit static memory
design, H-MOS results in a chip a little larger than the
original 2102, yet pushes access times tvpically below
50 ns. Finally, as the »05 process evolves and scaling
continuces, a 16,384-bit fully static RAM will fit on a chip
no larger than 200 mils on a side and offer system
desianers access times in the SC-ns range.

The bgh speed and high density of w-Mmos arc
achicved through fve mujor Huprovements in a3 tech-
to device

et e
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n-channsl silicon-gate MO3 technology, static RAMs continually
improve in density. In comparison with earlier processes, teday's
H-MOS increases device packing density by a factor of 4.

scaling. A high-resistivity substrate is used, while device-

" scaling theory is zpplied to gate-oxide thickness, junction

depth, gate length, and threshold-modifying ion
implants.

The high-resistivity substrate made of 50-chm-cm, p-
type material is used to lower junction capacitance,
reduce the substrate body effects that degrade perform-
ance, and increase the device’s effective carrier mobility.
All three factors result in faster, lower-power devices.,

Scaling the H-M03 gate oxide down to 700 angstroms
increases device gains and punch-through voltages and
reduces body and short-channel effects, thereby increas-
ing performance and relizbility. The junction depth is
scaled to approximately 0.75 pm by using slow-diffusing
arzenic as the source-drain dopant. The shallowness of
the junctions increases both speed, by reducing periph-
eral junction capacitance and gate-drain Miller capaci-
tance, and density, by zllowing smaller diffusion-to-
diffusion spacing.

Scaling principles arz aiso applied to the polysilicon-
gate electrodes, which form the self-aligned source and
drain diffusion regions. The narrow 3.5-pm polysilicon
gates of H-MO3 increase the device gain and still further
increase circuit speed and density. Narrow gates,
however, come 2t the expense of more severe photolitho-
graphic and etch control requirements, which are needed
to avoid a wide variation in the electrical channel lengths
of the device.

Finally, #-21035 threshold-voliage stability is main-
tained for both enhancement-mode and depletion-mode
devices by using an ion-implanted channel region in
conjunction with the high-resistivity substrate. This
implant procedure controls threshold voltage with great

1
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3. Fasler, foo. Process Improvernents and device scaling, as
embodied in H-MOS, are also making MOS RAMs faster. In 1972, a
typicai 2102 1,024-bit static HAM had an access time of 600 ns:
tocay's 2147 4,006-bit parts can be accessed typically in 45 ns,

1.2+

10

THRESHOLE VOLTAGE, V¢ {V)

06 | N SR M N N N A S S N
¢ 3 5 7 10
CHANNMEL WIDTH, W (3:m}

.
—P

A
= 16 '
e L= 103 um
=
wf -
214}
L
(=] -
o
212
X
m L —
o
=10l

[N S T O Y N S O S SO R

3 5 7 10
CHANNEL LENGTH, L {um}

{b)

4. Maintaining that thresheld. Dacreasing channel length and width
in small davices has a strong effect on threshold voltage. When the
channel length goes below -about 5 micrometers, V, begins {o
decline (a); while for widths below 7 ym, Vy, begins to ciimb {b).
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{a} SECOND-GATE EFFECT

+Vps

CURAENT

(b} SUSSURFACE PUNCH-THROUGH

5. Second-order problems. Small devices are vulnerable to iwe
second-crder elfects, One is the second-gate efiect {a), where the
electric field lines emanating from the drain junction end up on the
oxide-sificon interface. The other Is punch-through (b}, which can be
relizved by careful choice of the substrate impurity profile through ion
impfantation combinad with a thin gate oxide.

precision and allows the MOs threshold voltage to be
optimized independently of the substrate dopirng.

Happily, it proved possible to make all of these H-MOS
technology advances within a relatively short time
(about on¢ year) without affecting the ability to manu-
facture devices at reasonable costs. H-M0S also is flexible
enough to be applied over a broad range of circuit
designs while maintaining its inherent high speed, smali
size, and low power. Unlike v.M0s and integrated injec-
tion logic, which require new circuit techniques to make
than applicable to dynamic-msmory and large-scale-
integrated logic designs, H-M0S can be dircct!y applicd
across the entire product spectrum.

Already the process has resulted in a family of static
raMs (the 1-k 2115A and 4-k 2147), which offer the
industry the best speed-power performance of any
memory. Morcover, work is under way on the applica-
tion of H-MOS to a high-performance, 16-bit micropro-
cessor family, a large variety of complex peripheral
chips, 16-k and 65-k dynamic raxts, high-density ready-
only memories, and erasable progra ammable ROMS.

Its ability to be upgraded is a final and very unportcmt
feature of H-MOS. [ndeed, 113105 is only the first step in

that direction. As advances in photolithography occur,

direct scaling can be applicd to improve speed-power
preduct and density even further.

Seyond first-order theory

As devices are shrunk, scaling theory says ideally they
-should maintain the same qualitative characteristics. But
in reality, second-order phenomena become quite signifi-
cant. Some of these phenomena affect the cireuit design,

. while~others relate to -reliability, but all bave to be
. teoisidered and undeestooidlo wssure that H-MOS 15 a

pseful and safe prozess. Basically, all of the second-order
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6. Guarenteeing punch-through. In short-channel MOS devices,
the punch-through voltage falls to levels that could cause high
leakage and circuit problems. The answer is to keep the channel
length in the 4-pm region and 1o see that the gale oxide is thin,
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8. A changa in supply voiteae. Lowsring the supply voltags from &
to 3 V significantly enhancss the speed and power dissipalion of
MOS circuits, espocially sceled-down davices. The effect is most
noticeable lor microprocessaes. where a 2-V reduction in supply
voltage causes a doubiing in performance.

effects arise for two rezsons. First, as dimensions are
shrunk while a constant (5-¥) supply voltage is main-
tained, the average electric field is increased and this

- field activates many second-order effects. Second, the

edges of a small device are so close together that the
nonideal electric fizlds at these edges significantly aflect
its performance.

One second-order effect affects. threshold voltage,
which for the smallest gzometries becomes a noticeable
function of device size. As Fig. 4a shows, for the shortest
channels, those less than 5 pm long, the junction deple-
tion regions around the source and drain tend to support
part of the ionized impurity charge that the gate voltage
would otherwise maintain, and this reduces the threshold
voltage. On the other hand, for the narrowest channels
(Fig. 4b), additional jonized charge created by the
fringing electric fields near the device edges tends to
increase the threshoid volitage. These effects will make
small devices somewhat more. sensitive to process
control.

Moreover, in short-chanrel devices, the isolation char-
acteristics betwsen source and drain could also affect
operation. With the gate and source of an enhancement
device grounded. the drain must be able to stand off a
certain positive voltage and still maintain & nominal
amount of Jeakagea. In hizh-performance transistors, this
leakage cuirent may have several causes, but for H-M0S
the limiting factor is the phenomenon called second-gate
punch-through (Fig. 5). In i1, the electric field lnes
emanating from the drzin junction terminate at the
oxide-silicon interface of the channel. There the drain
;}ftx as an ur'm:'mtcd second gate and inverts the channel

fom the back, muking the device more sensitive to

punch-through cffects, N

g

v et e D Ly T

8. Bonoliling barlormance. As MOS technology becomes better
and devices smalier, the nzed for lower supply voliages becomes
rmore urgent. For 2-micrometer channel lengths, a 3-V supply yields
the bes! gate-deizy performance and process refiability.

The problem for short-channcl devices is that the
punch-through voltage arising from this effect is a linear
function of the channel length (Fig. 6). The shorter the
channel, the Jower the voltage causing punch-through
and thereforc the more susceptible is the device to
leakage. In H-MOs however, this is overcome by main-
taining a long cnough channe! Jength and reducing the
oxide thickness, since a thinner oxide prevents unwanted
inversions by capacitatively coupling the surface poten-
tial more tightly to the grounded gate clectrode. A
second punch-through effect occurs, as shown in Fig. 4b,
when the electric field from the drain reaches through to
the source and forward-biases the junciion, causing
current to flow—it Is similar to that in a bipolar tran-
sistor; but again this punch-through voltage, which is
proportional to L2 is a limiting factor only for devices
smaller than those that are being used at present in H-
MOS designs.

hmpact ionization

Another source of leakage is impact jonization, the
effects of which are illustrated in Fig. 7a. At a very large
drain voltage of around 20 v, the junctions avalanche for
all channel lengths greater than about 4 um. But even at
the significantly lower (5-v) drain voitages of H-MOS,
weak impact lonization can occur when current is
flowing through the device channel. Activated by the
high clectric fields, impact ionization creates a popula-
tion of clectrons and holes with energies much higher
than the normal channel clectrons. The holes flow into
the substrate and place a small load on the back-bias
supply. Some of the electrons have crough energy to be
injected into the gate oxide, 'as shown, where they can
causc a_pate cuirent or be trapped. These trapped clec-

- trous cause a shift in the threshold voltage (Fig. 7b) —a
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Where H-KOS excels

Three metal-oxide-semiconductor approaches to high
performance are H-MOS, V-grooved MOS, and silicon
on sapphire. As the accompanying table shows, the
current versions of H-MOS and V-MOS both yield a
speed-power product of about 1 picojoule.

V-MOS, in principle, has a slightly better packing
density but pays for this compactness with a more
complex process. Alsg, V-MOS yields an asymmetric
device that must be used in one direction only, so that
large-scale-integrated logic configurations are much
more diflicult to achieve than with H-MOS.

S0S, on the other hand, has the best speed-power
product. But it requires a substrate five to seven times
more costly and seems justified only for micropro-.
cessor appiications, which do not require operation at
the high-speed end of the speed-power curve,

The main advantage H-MOS has over V-MNS today
Is the fact that the scaling-down process moves it
directly to higher performance and greater density at
lowar cost. The performance for 1980 scaled-down
MOS (2-micromster channels) is shown—it is abouti
five times better lhan today's technology.

LTSNS A;:g_;—a‘.:‘-wwa Ko

. accounts for these excellent

Pl “T‘{AHM. L
H-MOS Scated V-MOS SOS
P 1y . down -M
arameter 1977 | WnOS | 1g7y | 1977
1680+

Lzyout density
{gates/mm?} 170 . 200 ~220 150
Spzed-power product
(pd} 1 0.2 ~1 0.2
Gate dolsy (ns) 1 Q.4 ~1 0.5
Number of thin films 2 2 3 3
Number of implants 3 3 3 2

shift that could pose a reliability problem with channels
less than 4 pm long.

Finally, there is the increase in intcrconnect capaci-
tances induced by fringing fields. This parasitic effect
occurs for some of the samme reasons as the increase in
threshold voltage asscciated with narrow channels-—-a
narrow metal linc over the large silicon ground planc has
a larger eflfective.arca and therefore a larger parasitic
capacitance from the fringing ficlds near its cdges.

Hiappily, the only poteatial reliability problem brought
out by the second-order theory—the trapping of injected
clectrans in the gate oxide--turns out not to affect
H-MOS in its pr\.scnt form. True, trapped electrons tend
to increasc the threshold voltage, and an increasc in
threshold voltage could degrade circuit speed or totally
stop it from lunctioning. But accelerated siress tests on
H-MOS memory circuits reveal no signs of degradation
[Flcclromcc Aug. 4, p. 103].-In fact, additional mcasure-
-ments on individn: 1! transistors, plus a physical model for
clectron injection, show that 11008 devices will have a

ase conditions (ut 0°C and
wsing of the gate oxide partly

ibpesholdsshiftiof deid than 0.1 v alter 10 years of ¢

results, for it minimizes the
density of trapping sites for electrons. Moreover, it is
worth noting that the gate oxides of these 5-v H-MOS
devices are subjected to less stress than are the oxides of
today’s 12-v dynamic RAMS, since 5 v across an oxide
700 angstroms thick is less of an electric field than 12 v
across the standard 1,000-angstrom oxides.

While the scaling down of devices as used in H-m0S for
boosting MOS performance has a bright future, one
conditicn must be met if its full potential is to be
realized. That condition is a reduction in power supply
voltage. Table 2 shows that if ihe technique is to work at
all, the supply voltages for 1980 2-um devices must be
scaled down to the 2-to-4-v range. Since all supply
voltages are now maintained et least at the 5-v TTL level,
this lower supply-voliage requirement for future MOS
devices must be accepted by integrated-circuit users.

There is, of course, an alternative for users who simply
refuse to accept low system supply voltages. They could
use converters to translate between the lower chip-
voltage levels and the higher TTL input/output levels, or
they could use two power supplies, one providing the
chip’s internal circuitry with 2 to 4 v and the second
supplying 5 v to their 170 circuits. But either procedure is
makeshift at best.

Key to the future: lower supply voltage

The fact is, a lower power supply voltage significantly
increases the reliability of smali-pattern devices, while at
the same time increasing their performance remarkably.
Reliability goes up because lower supply voltages entail-
greater tolerance to lower punch-through voltage and at
the same time yield weaker elactric fields in the channel
region. This second effect reduces the risk that charge
will be trapped in the gate oxide and alters the long-term
stability of the device,

The increase in performance is even more striking. For
rRans and microprocessors {Fig. 8), the impact on the
speed-power product would alone make it worih while
going from a 5-v to-a 3-v supply voliage. For RAMS,
which operate at the saturation point of the speed-power
curve, the lower power-supply voliage reduces power
dissipation by about 60%, while maintaining the speed at
the same high value. This reduced power dissipation
becomes extremely imporiant as the chip density goes
up--065,536 bits and 262,144 bits-—since it is generally
agreed that for relable operation power dissipation per
package must be kept b-.o watt,

As for microprocessors, sincc they operate in a region
that is well removed from the saturation point of the
speed-power curve, they can take full advantage of a
significant speed increase for a given power dissipation.
A 3-v microprocessor chip, for example, will operate at
twice the speed of a 5-v device,

How the supply veltage affects the various: MOS.
processes that have evolved over the years is shown in
Fig. 9, and apain the desirability of lower voltages
becomes cvident. Irdecd, for the 1980 scaled version of - -
MOs devicss --chonned lenpths of 2 pm and.oxide thick-
1esyes of -0 dhgstrons —a po“'cme_:u_pfpl‘x: o2
pive half the pate delay of teday®s H-MOS presingopers .
atingat 5v, .. 2 T T O &
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INPUT LISTING

seseswss  YXEROX PARC SPICE 2.1

TEMPERATURE =

FRI 2-MAR-79 12:03AM

*xesedrr0:03:50

25.000 DEG C

*** PRELIMINARY VERSION s*%*s=s*w=sss QEPORT PRCOBLEMS TO <DAVIES>

3.33 0 1IN 4N 4N 150N 800N

3.33 0 200N 4N 4N 150N 800N
3.33 0 400W 4N 4N 150N BOON
3.33 0 600N 4N 4N 150N BOON

EMHINMOS WOVERL=8
ENHINMOS WOVERL=8
ENHINMOS WOVERL=8
ENHINMOS WOVERL=8
DEPINMOS W=3 L=6

.TRAN B8NS BOONS

.PLOT TRAN V(14,6) (-1,5)
.WIDTH QUT=72

.END

[ Z R EEN NN EERE EEER AN ERRERE NS RENN RSN REEAEERERNARR R RN R ELERREEN AN NS NN RSN NY ]

TEMPERATURE =

LA AR R AR RN AN NSRRI ASEAELANEREASER R LR ARl ERA SRR ARARRELERREERRNENERERENNESXN]

CIRCUIT ELEMENT SUMMARY

s+ TNDEPENDINT SQURCES

NAME NODES  DC VALUE
VDD &8 6 5.000+00
vi 1 6  3.330+00
vz 2 6 3.330+00
va 3 6 3.330+00

AC VALUE AC PHASE
0.000-01 0.00D-01
0.00D-01 0.00D-01

INITIAL VALUE
PULSED VALUE.
DELAY TIME...

0.00D-01 0.000-01
INITIAL VALUE
PULSED VALUE.
DELAY TIME...
RISETIME.....
FALLTIME.....
WIDTH........
PERIOD.......

0.00D-01 0.00D0-01

25,000 DEG C

TRANSIENT

PULSE
3.33D+00
0.00D-01
1.000-09
4.00D-09
4.00D-09
1.560D-07
8.00D-07

PULSE
3.33D+00
0.000-01
2.00D-07
4.00D-09
4.00D0-09
1,.60D-07
8.00D-07

PULSE

LR ER N

PAGE 1



i <FAIRBAIRN>AND!I.OQUT:1 FRI 2-MAR-79 12:03AM A PAGE 1:1

0 INITLIAL VALUE 3.33D+00

PULSED VALUE, 0.00D-01

DELAY TIME. .. 4.00D-07

RISETIME. .. .. 4.00D~09

FALLTIME. ..., 4.000-09

WIDTH. .. ..... 1.50D-07

PERIQD....,.. 8.00D-07

V4 4 6 3.33D+00 0.00D-01 0.00D-01 PULSE

0 INITIAL VALUE 3.33D0+00

PULSED VALUE. 0.00D-01

DELAY TIME... 6.00D-07

RISETIME. ... 4.00D~09

FALLTIME, .. .. 4.00D-09

WIDTH........ 1.50D~07

PERIOD....... 8.000-07
ve®* MOSFETS
NAME D G 3 B MODEL {>1--GRID UNITS <1--METERS)

L W DDPTH SDPTH SQoD $Qs

M1 11 1 6 0 ENHINMOS 2.00000016.000000 4.000000 4.000000 a.0 6.0
M2 1z 2 11 0 ENHINMOS 2.00000016.0000060 4.000000 4.000000 0.0 0.0
M3 13 3 12 0 ENHINMOS 2.00000016.000000 4.000000 4.000000 6.0 6.0
M4 14 4 13 0 ENHINMOS 2.00000016.0060000 4.000000 4.000000 0.0 0.0
M5 8 14 14 0 DEPINMOS 6.000000 3.000000 4.000000 4.000000 0.0 0.0

....-‘.““"U"l.‘...#.‘.‘Ol.l“‘"O.'.."'....O.‘.‘D"’..‘i‘tD..#...t

MOSFET MODEL PARAMETERS: XSIM TEMPERATURE = 25.000 DEG C

‘..“‘..’.“.'Q.t.1"l‘h‘i.t......‘.......‘."O.‘..’.’.‘.“4.‘.““'..‘

=~-= LIBRARY WAS INSTALLED: 10FEB 79 VERSN 1 -

ENHINMOS DEP1NMOS

YYPE  DIMENSION  KMOS NMOS
vTO v 0.300  -3.000
KP MHO/V 2.000-05 2.40D-05
XK1 yer1/2 0.100 0.100
PHIFZ v G.750 0.750
ETAD 0.950 0.950
RESGAT OHM/SQ 20.000  20.000
RESSD OHM/SQ 10.000 10,000
CGS F/M 3.60D-10 3.60D-10
€GD F/M 3.600-10 3.60D-10
CGBLX F/M**2  4,20D-05 4.20D-05
CBOTOM F/M**2  7.70D-05 7.70D-05
CPERIF F /M 7.870-10 7.870-10
TOX M 9.700-08 9,700-08
VF8 v 0.063  -3.837 )
LD M 3.000-07 3.00p-07
WD M 3.000-07 3.00D-07
GRID M 3.000-06 3.00D-06
UOBRK 17V 0.100 0.100

B b A L A A AR L R R L L N L L Y

JNITIAL JTRANSLENT SOLUTION, ... ... TEMPERATURE =  25.000 DEG C :_ ;5*-3"""

R L L R R L T

vy
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NODE VOLTAGE NODE VOLTAGE NODE VOLTAGE NODE VOLTAGE

( 1) 3.2007 {( 2) 3.2097 { 3) 3.2097 {( 4 3.2007

{ 6) -0.1203 ( 8) 4.8797 ( 11)  -0.0037 ( 12) 0.1179

{ 13) 0.2457 { 14) 0.3808

VOLTAGE SOURCE CURRENTS

NAME CURRENT

vDD -3.8050-05
vi 0.000D0-01
v2 0.000D-01
V3 0.000D-01
V4 0.600D~-01

TOTAL POWER DISSIPATION 1.950-04 WATTS

LR R RN R R ER ER S SRR R RN A SRR R R R R R R R R R E R R R L R R R R RS E R R RSN YRR

GPERATING POINT {NFORMATION

TEMPERATURE = 25.000 DEG C

LR R N Ny Ly Sy T YT T Y

s*e> MOSFETS

M1 M2 M3 M4 M5
MODEL ENHINMOS ENHINMOS ENHINMOS ENHINMOS DEPINMOS
1D 3.90D-05 3.80D0-05 3.90D-05 3.30D-0G5 3.90D-05
VGS 3.330 3.213 3.092 2.904 0.600
VDS 0.117 0.122 0.128 0.135 4.499
VBS G.120 0.004 -0.118 -0.246 -0.381

eI I T ey

TRANSIENT ANALYSIS

TIME V(14,6)
X ~1.600D+00

TEMPERATURE = 25.000 DEG C

P X T A I R R R E R R A R R R N R R R R R A R R R R N R R RN R R R IR R L A Y Y
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0.000D-01
8.000D-09
1.600D-08
2.400D-08
3.2000-08
4.000D-08
4.800D-08
5.6000-08
6.4000-08
7.2000-08
8.0000-08
B.800D-08
9.600D~-08
1.0400-07
1.1200-07
1.2000-07
1,2800-07
1.360D-07
1.4400~07
1.6200-07
1.6000-07
1.6800-07
1.760D-07
1.8400-07
1.9200-07
2.000D-07
2.080B-07
2.1600-07
2.240D-07
2.3200-07
2.400D-07
2.480D-07
2.5600-07
2.6400-07
2.7200-07
2.800B-07
2.880D-07
2.9600-07
3.040D0-07
3.1200-07
3.200D-07
3.2800-07
3.3600-07
3.4400-07
3.5200-07
3.600D-07
3.6800-07
3.760D-07
3.840D-07
3.9200-07
4,0000-07
4.0800-07
4.1600-07
4,2400-07
4.3200-07
4.400D-07
4,.480D-07
4.5600-07
4.6400-07
4.7200-07
4.800D0-07
4.880D-07
4.960D-07
5.0400-07
5.1200-07
5.2000-07
5.2800-07
5.3600-07
5.440D-07
5.56200-07
5.6000-07
5.6800-07
5.760D-07
5.8400-07
5.9200-07

“6.0000-07

6.080D0-07

5.011b-01 .
.364D-01 .

.9790-01

.772D+00
.836D+00

L= R A K I R N AT K T I Y

.9690+00

.0320-01
.684D-01
.3670-01
.302D0+00

.9780+00

.9870+00
.9800+00
.9920+00
.9940+00
.9950+00

.8870+00
.9870+00
.9880+00
.93980+09
,2190+00

P bR AROLBPN SR DNLAEDRLDE S DS

.396D~01

.3120-01
.549D-01
L076D0-01
.7970+00
.6440+00
,014D+00

BN o

.947D+00

,9980+00
.998D+00

.9990+00

. 8990+ 00

.9990+00
.0000+00
.4800+00
.7140-01
.077D-01

.076D-01
.8890-01

=AU hOWWwOhbdbbbbhbBhodbhdh bH DLW

.450D+00 .
.858D+00 .
.6460+00 .
.7950+00 .
.5660+00 .

.881D+00 .
.908D0+00 .
.927D+00 .
.941D+00 .
.951D0+00 .
.8590+00 .
.9650+00 .
.923D+900 .
.9760+00 .
.3760+00 .
.633D-01 .

.6820-01 .,
.8320-01 .

L3760+00 .
.085D+80 .
L9870+00 .
.9590+00 .

(983000

-9960+00 .
-996D+00 .

.929D-01 .

5750-01 .

J9BED+00 .
.995D+00 .
-888D+00 .
-9980+00 .
-999D+00 .

.8g99D+00 .
.999D+406 .

.9890+00 .

.8420-01 .

6610400 .

FRI 2-MAR-79

* % & & B * % & 8 B8+ «

S 8 # ke = 2 v s 4o o8

12:03AH

P

LI I T e v e

TR
+ . L L L L T T T, I L T T T T .

e v s+ v s 3 =

*r w8 o+ o

L I T T Y

L N

L B B

* 8 0 8 8 B + v

e+ o+ v s

LR R BN I B LI O O BN B N N P

. .

L N R BN 2R BN R IR IR BN N NN Y WA

L R S T
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. 160D-07
.240D-07
.3200-07
.400D-07
.4800-07
.560D-07
.6400-07
.720D-07
.800D-07
.8800-07
.9600-07
.040b-07
.1200-07
.200D-07
.2800-07
.3600-07
.440D-07
.5200-07
.6500D-07
.680D-07
. 760D-07
7.8400-07
7.920D-07
8.0000-07

e e e e B R R I VR N e N W e e I e e )

LA ORNOOMOO OGO SDTLRON

.522D+00 .
.0600+00 .
.988D+00 .
.003D+00 .
.998D+00 .
.000D+00 .
.GooD+00 .
-000D+00 .
.000D+00 .
.000D+00 .
.000D+00 .
.000D+00 .
.000D+00 .
.000D+00 .
.0000+00 .
.gooD+00 .
.000D+00

.000D0+00 .
.480D+060 .
.8300-01
.801D-01 .
.00380-01 .
-9470-01 .
.9640-01 .

TOTAL JOB TIME

seete 2 Mar79

.END

.

LR I K B R I N I I I T N

.
LI T )

188.00

wesssvss XEROX PARC SPICE 2.1 #**#*»+**00:03:50 w*e»»

INPUT LISTING

TEMPERATURE = 25.000¢ DEG C

*** PRELIMINARY VERSION ®»**vsxevsssss REPORT PROBLEMS TO <DAVIES> ®*++

*ERROR*:

.END CARD MISSING

PAGE 1:4



CFAIRBAIRN>AND2 ,QUT; 1

sre** 2 Mar79

ANDGATE

INPUT LISTING

LR AR L RN]

FRI 2-MAR-79 12:08AM

XEROX PARC SPICE 2.1

TEMPERATURE =

sresese200:08:23

25.000 DEG-C

+vs PRELIMINARY VERSIONL ®*=s+s*++svs+ REPORT PROBLEMS TO <DAVIES>

M1 11 1 6

»

0 ENHZNMOS WOVERL=8
M2 12 2 11 0 ENHZNMOS WOVERL=8
M3 13 3 12 0 ENHZNMOS WOVERL=8
M4 14 4 13 0 ENHZ2NMOS WOVERL=S
M5 8 14 14 0 DEP2NMOS W=3 L=6
»

.TRAN 8BNS B800N3

.PLOT TRAN

V{14,6) (-1.5)

JWIDTH OUT=72

.END

(A2 R R AR R R NSRS RERE LR R R R R AR R RS ERE R ARARERERSERELE ST RN ERESEESRS

CIRCUIT ELEMENT SUMMARY

IEEERERERRRERNE S SRR ERERA NS FLNENEEEENY R AN RN EEENERENELENS RS NEREEERENERNNERTN]

*++* INDEPENDENT SQURCES
NODES

NAME

VoD
ves
vl

vz

va

= D

DO h

e

W

VALUE

L0OD+00
.500+00
.33D+00

.33D+00

.33D+00

PULSE 3.33 0 1IN 4N 4N 150N BOON

PULSE 3.33 0 200N 4N 4N 150N 800N
PULSE 3.33 0 400N 4N 4N 150N 80ON
PULSE 3,33 0 GOON 4N 4N 150N BOON

AC

.00D-01
.00D-01
.000D-01

.00D-01

.00D-01

TEMPERATURE =

VALUE AC PHASE

0.000-01
0.00D-01
0.00D-01
INITIAL VALUE
PULSED VALUE,
DELAY TIME...
RESETIME.....
FALLTIME.....
WIDTH........
PERIQD.......

0.00D-01
INITIAL VALUE
PULSED VALUE.
DELAY TIME...
RISETIME. . ...
FALLTIME.....

0.006D-01

25.000 DEG C

TRANSIENT

PULSE

3.330+00
0.00D-01
1.00D-09
4,.000-09
4,00D-09
1.50D-07
8.00D-07

PULSE
3.330+00
0.006D-01
2.00D0-07
4.000-09
4.00D-0%8
1.500-07
8.00D-07

PULSE

LE R R R ]

PAGE 1



;. <FAIRBAIRN>ANDZ .0QUT:1 FRI 2-MAR-79 12:08AM PAGE 1:1

0 INITIAL VALUE 3.33D+00
. PULSED VALUE. 0.00D-01
(k DELAY TIME. .. 4.000-~07
- RISETIME..... 4.00D-09
FALLTIME... .. 4.00D-09
WIDIH........ 1.500-07
PERIOD....... 8.00D0-07
Vi 4 6 3.330+00 0.000-01 0.000-0t PULSE
0 INITIAL VALUE 3.33D+60
PULSED VALUE. 0.00D-01
-— DELAY TIME... 6.00D-07
RISETIME. .. .. 4.00D0-09
FALLTIME..... 4.000-09
WIDTH........ 1.50D-07
PERIOD....... 8.00D-07
- sess MOSFETS
NAME D G ] B MODEL (>1--GRID UNITS <1--METERS)
L W ODPTH SOPTH SQD SQSs
M1 11 1 & 0 ENH2NMOS 2.00000016.000000 4.000000 4.000000 0.0 0.0
M2 i2 2 11 0 ERNNZNMOS 2.00000016.000000 4.000000 4,000000 0.0 0.0
M3 13 3 12 0 ENMZKMOS 2.00000016.000000 4.000000 4.000000 6.0 0.0
- M4 14 4 13 0 ENHZ2NMOS 2.0000001G.000000 4.000000 4.0006000 0.0 g.0
M5 8 i4 14 0 DEP2NMOS 6.00000D 3,000000 4.000000 4.000000 0.0 .0
I 2222 REE SR EREES RN R ERNERELREERERSESREES AN N INEREREREESELERLESERESENEEELN]
v MOSFET MODEL PARAMETERS: XSIM TEMPERATURE = 25.000 DEG C
(i‘ Y L I R R R N N R R e R R R R R R R RN R E R AR R R RN )
-=--  LIBRARY WAS INSTALLED: 10FEB 79  VERSN 1  ----
ENHZNMOS DEP2NMOS
TYPE DIMENSION hNMOS NMOS
VT0 v 0.500 -3.400
KP MHO/V 2.90Db-05 3.000-05
- XK1 vee*lirs2 0.160 D.100
PHIF2 v 0.750 0.750
ETAD 0.950 0.950
RESGAT OHM/S5Q 33.000 33.000
RESSD OHM/SQ 25.000 25.000
CGS F/n 1.70D-10 1.70D-10
CGD F/M 1.700-10 1.70D0-10
CGBLK F/M*=*2 4.200-05 4.20D0-05
- CBOTOM F/M**2 2.11D0-04 2.11D-04
CPERIF F/M 3.50D-10 3.50D-10
TOX M 7.30D-08 7.30D0-08
VFB v ~0.337 -4,237
LD M 3.500-067 3.500-07
WD M 3.50D-07 3.50D-07
GRID M 2.000-06 2.00D-06
UBBRK i7v 0.100 0.100
-
(
. Art4';"&4.'-'-lvv'uﬂﬁ"i‘ﬂ'i:"..’"‘.““g‘-i.“......'.'t."’..«t...'.*"‘ﬁ.’.'t.“#.‘t“*“’.‘ﬁ*“‘..‘-w R L e wE L S R AN R EA RN R
INTTIAL ITRANSTENT. SOLUTIONC e (¢ TEMPERATURE =  25.000 DEG C : R SR PRE T LI

R P T T N Y T Y R P T N P NN NS R R A R A RS R A RS A AL Y L - o i mw w g At e
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:  <FAIRBAIRN>ANDZ.QUT;1 FRI 2-MAR-79 12:08AM

NODE VOLTAGE NODE VOLTAGE NODE VOLTAGE HODE VOLTAGE

(1 5.8300 ( 2) 5.8300 { 3)  5.8300 { ) 5.8300
( &) 2.5000 ( 8) 7.5000  { 11) 2.5084 { 12) 2.7000

{ 13)  2.8050  ( 14)  2.9139

VOLTAGE SOURCE CURRENTS

RAME CURRENT
voD =5.7140-05
viB -3.2260-11
V1 0.0000-01
vz 0.000D-01
V3 0.C00D-01
V4 0.000D-01

TOTAL POWER DISSIPATION 2.B6D-04 WATTS

I NN R R R N RN R N R R RN R NN LR RS A AR R AL AL AL AR LR

OPERATING POINT INFORMATION TEMPERATURE = 25.000 DEG C

X I s s e s R R N RN FER Y TR A RN R R RS E N SRR R AN AL LA A AR R NE R ELE LRSS

«+ss MOSFETS

M1 M2 M3 M4 M5
MODEL ENHZHMOS ENI2NMOS  ENHZNMOS ENHZNMOS DEP2NMOS
1D 6.710-05 5.71D0-05 5.71D-05 5.710-0% §,71D-05
VGS 3.330 3.232 3.130 3.025 0.00¢C
vDs 0.098 0.102 0.105 0.109 4.586
VBS -2.5600 -2.,588 -2.700 -2.805 -2.914

.‘.‘.‘..0’.........*.".‘0'##‘0#‘.‘.O..O.“’i“*#‘l0.‘.‘0‘tltt.t..tt"’

TRANSIENT AMALYSIS TEMPERATURE = 25.000 DEG C

t......‘."tit....".t‘b'iii*t).i*"t.t.t.‘...t.t.b.##*#‘#'bttt.‘t“.i.

TIME V(14,6)

PAGE 1:2



i <FAIRBAIRN>ANDZ .0UT:1 FRI 2-MAR-79 12:08AM PAGE 1:3

X -1.0000+00 §5.0000-01 2.000D+00 3.5000+00 5.0000+00

0.0000-01 4.139D-01 . L., . . .
8.000D-08 9.081D-01 . .. . . .
1.600D0-08 2.219D0+00 . . . .

2.400D-08 4.112D+00 . . . . .
3.2000-08 5.102D+00 . ‘ . .
4.000D-08 4,955D+00 . *
4.800D-08 4.986D+00 . . . *
5.600D-08 4.9850+00 . . : . .
6.4000-08 4.991D+00 . . . *
7.200D-08 4.993D+00 . . .
8.600D-08 4.995D+00 . .
B.B00D-08 4.99GD+00 .
9.6000-08 4.997D+00 . . .
1.040D-07 4.998D+00 . . . .
1.120D-07 4.998D+00 . . . .
1.200D-07 4.998D+09 . . . .
1,2380D-07 4.999D+00 . . . . »
1.3600-07 4.999D+00 . . . . .
1.440D-07 4.999D0+00 . . . . .
1.5200-07 4.9990+00 . . . . .
1.600D-07 1.9880+00 . . . .

1.680D-Q7 2.6430-01 . LN . . .
1.760D-07 3.830D-01 . ., . . .
1.840D-07 4.220D-D1 . ., . . )
1.9200-07 4.076D-01 . ., . .

2.000D-07 3.951D-01 . ., . .

2.080D-07 1.293D+00 . . . . .
2.160D-07 3.632D+00 . . .. .
2.240D-07 5.100D+00 . . . . .
2.320D-07 4.868D+00 . . . . .
2.400D-07 4.993D+00 . . . .
2.480D-07 4.994D+00 . . . . .
2.560D-07 4.997D+00 . . . . .
2.640D~-D7 4.998D+00 ., . . .
2.720D-07 4.998D+00 . . . .
2.800D-G7 4.9990+00 . . .
2.B80D-07 4.9990-00 . . °
2.960D-07 4.999D+00 . . .
3.040D-07 4.993D+00 . . . . .
3.120D-07 4.9990+90 . . . .
3.200D-07 5.0000+00 . . . . .
3.280D-07 5.00CD+00 . . . . .
3.360D-07 5.003D+00 . . . . .
3.440D-07 5.000D+00 . . . *
3.520D0-07 5.0000+00 . . .
3.600D-07 9.3950-01 . . * . .
3.680D-07 2.983D-01 . ., . -
3.760D-07 34.31406D-01 . ., .

3.840D-07 4,130D-0% ., . . -
3.920D-07 4.1550-01 ., . . .
4.000D-07 3.946D-01 . ., . . .
4.080D-D7 2.049D+00 . . ) . . .
4.160D-07 4.809D+00 . . . . L
4.240D-07 5.083D+00 ., . . . .
4.320D-07 4.9680+00 . . . . d
4.400D-07 5.0150+00 . . . . .
4.480D-07 4.8930+00 . . . . .
4.560D-07 5.003D+00 ., . . . *
4.640D-07 4.999D+00 . . . . »
4.720D-07 5.001D+00 . . . . *
4.800D-07 5.000D+00 , . . . .
4. 880D-07 5.0000+00 . . . .
4.960D-07 5.0800D+00 . . . . i
§.040D-07 5.000D0+00 . . o
5.120D-07 5.0000+00 . . . . »
5.200D-07 5.000D+00 . . . . *
5.280D-07 §.0000+0C . . . A .
§.360D-07 5.0000+00 . . . : .
5.440D-07 5.000D+0G . . . . . “
5.520D0-07 5.0000+00 . . . . . * i
5.6000-07 B8.219D-01 . . ) . .
5.680D-07 3.294D-01 . ., . . .
. 5.760D0-07 4.117D-01 ., . . i . .
5.8400-07 4.130D-01 ., . E R . . :
5.9200-07 4.151D-01 . ., . . i . !



(

CFAIRBAIRNDANDZ2.0UT;1  FRI 2-MAR-79 12:08AM

LA B N BN I S BN IR BN BN SN RN R RN N NI

6.000D0-07 3.980D-01 . .. . .
6.080D-0G7 4.707D0+00 . . - .
6.1600-07 5.019D+00 . . . .
6.2400-07 4.991D+00 . . . .
6.3200-07 5.004D+00 . . . .
6.400D-07 4.998D+00 . . .
G.480D0-07 5.001D+0D . . .
6.5600-07 5.000D+00 . - .
§6.640D-07 5.000D+00 . . . .
6.7200-07 5.000D+00 . . . .
_ 6.8000-07 5.000D0+00 . . . .
6.8800-07 §5.0000+00 . . . .
6.960D-07 5.0000+00 . . . .
7.040D-07 5.000D+00 . . . .
7.1200-07 5.,000D+00 . . .
7.2000-07 5.0000D+00 . . .
7.280D-07 5.000D+00 . . . .
7.360D-G7 5.000D+00 . . . .
7.440D-07 5.000D+00 . - . .
7.5200-07 5.000D+00 . . . .
7.600D-07 6.0930-01 . . . .
7.6800-07 3.743D-01 . .. . .
7.7600-07 4.1320-01 . .. . . .
7.840D-07 4.135D-01 . .. . .
7.920D-07 4.144D-01 *. . .
8.000D0-07 4.074D-01 . it . .
TOTAL JOB TIME i68.00

weres 2 Maris #ssevess  XERQOX PARC SPICE 2.1 *+%****#(0:08:23

END

INPUT

LISTING TEMPERATURE = 25.000 DEG €

*** PRELIMINARY VERSIQN ***+v+**+sesv QEPORT PROBLEMS TO <DAVIES)>

*ERROR*:

.END CARD MISSING

LE X RN

LR R R
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¢ CFALRBAIRN>ANDTS.QUT;1 FRI 2-MAR-79 12:131AH

siere 2 Mar79 sessveer  XEROX PARC SPICE 2.1

ANDGATE
INPUT LISTING

$hreseer00:11:40

TEMPERATURE = 25.000 OEG C

*** PRELIMINARY VERSIGN ***+v**++sex+* REPQORT PROBLEMS TO <DAVIES>

VDD 8 6 3.33

VBB 6 0 2.5

.

V1 1 6 PULSE 3.33 0 1N 4N 4N 150N BOON
- V2 2 6 PULSE 3.33 0 200N 4N 4N 150N BOON

V3 3 6 PULSE 3.33 0 400N 4N 4N 150N 800N

V4 4 6 PULSE 3.33 0 600N 4N 4N 150N BOCN

M1 11 1 6 0 ENHZNMOS WOVERL=8

MZ 12 2 11 0 ENHZNMOS WOVERL=8

M3 13 3 12 0 ENHZNMOS WOVERL=8

M4 14 4 13 0 ENNZNMOS WOVERL=8
- M5 8 14 14 0 DEPZ W=3 L=6

»

.MODEL DEPZ NMOS (VT0=-2.26 KP=3.0E-5 XK1=1.0E-1 PHIF2=_75 ETAO=,95

+RESGAT=33.0 RESSD=25.0 CGS=1.7€E-10 CGD=1.7E-10 CGBLK=4 2E-5
+CBOTOM=2,11E~-4 CPERIF=3.5E-10 TOX=7 3E-8 VFB=-4.237 LDO=3.5E-7

+WD=3.5E-7 GRID=2.0E-6 UGBRK=0.1)
.TRAN BNS B800NS
.PLOT TRAN V{14.6) (-1.5)

C( .WIDTH QUT=72
A LEND
- .“t'!’.“‘.“‘t“.“-lOi“'.OO..’?#t“.ttt"‘*.‘!‘..O.#O.“..‘O#..#"‘
CIRCUIT ELEMENT SUMMARY TEMPERATURE =  25.000 DEG C
I R Ry P N Y N e L Y Y N Y T YY)
w+sv INDEPENDENT SOURCES
- NAME NODES  DC VALUE  AC VALUE  AC PHASE  TRANSIENT
Voo B 5 3.330+00 0.00D-D1  0.00D-0%
VBB 6 0  2.50D+00  0.00D-01  0.00D-01
vi 1 6 3.330+00 0.00D-01 0.00D-01 PULSE
0 INITIAL VALUE  3.33D+00
PULSED VALUE.  0.000-01
- DELAY TIME... 1.00D-09
RISETIME..... 4.000-09
FALLTIME,...,. 4.00D-09
WIDTH. ....... 1.500-07
PERIOD. .. .... 8.00D-07
v2 2 6 3.330+00 0.060D-01 0.000-01 PULSE
0 INITIAL VALUE  3.33D+00
- PULSED VALUE.  ©0.00D-01
. DELAY TIME...  2.00D-07
. RISETIME. ..., 4_(0D-00
" ( FALLTIME..... 4.000-09
A WIDTH. ... ... 1.50D-07
: PERIOD....... 8.00D-07
v V3 3 6 3.330+00 0.00D-01 - D.00OD-01 PULSE

(EE & L]

PAGE 1



CFAIRBAIRN>ANDTS,QUT;1 FRI 2-MAR-79 12:11AM PAGE 1:1

0 ' INITIAL VALUE

3.330+00
PULSED VALUE.  0.00D-01
( DELAY TIME... 4.000-07
. RISETIME. . ... 4,00D-09
! FALLTIME. .... 4.000-09
WIDTH. .. ..... 1.500-07
PERIOD....... 8.00D-07
7 4 5 3.330+00 0.00D-01 0.00D-01 PULSE
0 INITIAL VALUE  3.330+00
PULSED VALUE.  0.00D-01
DELAY TIME... 6.00D-07
- RISETIME..... 4.00D-09
FALLTIME..... 4.000-09
WIDTH........ 1.50D-07
PERIOD....... 8.000-07
ss+e MOSFETS
- NAME D G S B MODEL (>1--GRID UNITS <1--METERS)
L W DDPTH  SDPTH  SQD  SQS
M1 11 1 6 0 ENHZNMOS 2.00000016.000000 4.000000 4.000000 6.0 0.0
M2 12 2z 11 0 ENNZNMOS 2.00000016.000000 4.000000 4.000000 0.0 0.0
M3 13 3 12 0 ENHZNMOS 2.00000016.000000 4.00000C 4.000000 0.0 0.0
M4 14 4 13 0 ENHZNMOS 2.00000016.000000 4.000000 4.000008 0.0 0.0
- M5 8 14 14 0 DEP2 6.000000 3,000000 4,000000 4.000000 ©.0 0.0
LIS AT RN ERREESNFEN AR EERENRERR RS ERNERR AR SR ERENRREE RSN ANENRRE NN NEREREN RN S T B T
MOSFET MODEL PARAMETERS: XSIM TEMPERATURE =  25.000 DEG €
.(( ) I E Y E R RN RN R R R R R R NN RN N R NN NN N A FE RN Y E R R NN R E R NS R R E N RN RN RN E NN NS NN TR Y )
---- LIBRARY WAS INSTALLED: 10FEB 79 VERSN 1  ---=-
- ENHZNMOS DEP2
TYPE  DIMENSION  NMOS NMOS
V10 v 0.506  -2.260
KP MHO/V 2.90D-05 3.000-05
XK1 ver1/2 0.100 0.100
- PIIF 2 v ¢.750 0.750
ETAD 0.950 0.950
RESGAT OR#/5Q 33.000  33.000
RESSD OHM/5Q 25.000  25.000
c6S F/M 1.700-10 1.70D-10
C6D F/M 1.700-10 1.70D-10
CGBLK F/Mes2 4.20D-05 4.20D-05
CBOTOM F/M**2  2.110-04 2.11D-04
- CPERIF F/M 3.50D-10 3.50D-10
TOX M 7.300-08 7.300-08
VFB v -p.337  -3,097
LD M 3.500-07 2.50D-07
WD M 3.50D-07 3.50D-07
GRID M 2.000-06 2.00D-06
UOBRX 1V 0.100 0.100
o
. #...“..‘Ol’t..“....._..‘QO‘t..i.‘Di.‘i.*‘#.i."““"l‘.i..'.“.““.... W g on e . . T B
i CINITIAL (TRANSIGNT. SOLUTIONC S 65 TEMPERATURE =  25.000 DEG C  ©..: . S PR T YR LI EAr

R T L L T YN Y S L L e R P R R R RN NS R N R T T L



+ <CFAIRBAIRN>ANDTS.OUT;1 FRI 2-MAR-79 12:11AM

NODE

{ 1)
{ 6)
( 13)

VOLTAGE NODE VOLTAGE RODE VOLTAGE NOBE

5.8300 { 2) 5.8300 { 3) 5.8300 ( 4)
2.5000 { 8) 5.8300 { 11) 2.5459 { 12)
2.6396 { 18) 2.6876

VOLTAGE SOURCE CURRENTS

NAME

VDD
vBe
vl
ve
VES

v4

.CURRENT

-2.689D-05
~2.949D-11
0.o000D-01%
0.0000-01
0.0000-01
0,000D-01

FOTAL POWER DISSIPATION 8.96D-05 WATTS

VOLTAGE

5.8300

2.5924

[ EXEATEREN NN SR FE AR ERENFELANEE SR SRR RS EERRERERERE RS RN SN REEER SRR N R NN ]

OPERATING POINT INFORMATION TEMPERATURE = 25.000 DEG C

(R RS RN L EE L ESEENER R ER RS E R R R R R R R ER AR R RN RS RT AR NAERE RS

*e=+ MOSFETS

MODEL

1D

VGS
vDs
VBS

M1 M2 M3 M4 M5
ENHZNMOS  ENHZNMOS  ENN2HMOS ENHZNMOS DEP2

2.69D-05 2.690-05 2.,69D-05 2.690-05 2.69D-05

3.330 3.284 3.238 3.190 0.000
0.046 0.047 0.047 0.048 3.142
-2.500 -2.546 ~-2.592 -2.640 -2.688

Y I R N Y R N R N N R N N R R N LY

TRANSIENT ANALYSIS TEMPERATURE = 25.000 DEG C

T e e s R R R N R T EE R R R EE RN E R R R R NSRS S RIE R R R A AR R LR RS RS A el

TIME

v(14,6)

PAGE 1i:2
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L
~—

X -1.0000+00 5.0000-01 2.000D+00 3.5000+00 5.000D+00
0.0000-01 1.876D-01 . . .
8.000D-09 3.0950D-01 . .
1.6000-08 8.3190-01 . . . .
2.400D-08 1,364D+00 . . .
3.2000-08 1.8870+00 . .. . .
4.0000-08 2.360D+00 . . .ok . .
4.800D-08 2.860D+00 . . . . .
5.6000-08 3.207D+00 . . .. .
6.400D-08 3.281D+00 . . .. .
7.200D-08 3.297D+00 . . .. .
8.000D-08 3.308D+00 . .. .
8.800D-08 3.314D+00 . .. .
9.600D-08 3.318D+00 . .. .
1.0400-07 3.321D+00 . . .. .
1.1200-07 3.323D+00 . . . .
1.2000-07 3.324D+00 . . . » .
1.280D-07 3.325D+00 . . . . .
1.360D-07 3.326D+00 . . . . .
1.4400-07 3.326D+00 ., . . . .
1.520D-07 3.327D+00 . . . ..
1.600D-07 1.388D+00 . . . .
1.680D-07 4.536D-02 . . . . .
1.760D-07 1.833D-01 . .
1.840D-07 1.896D-01 . . .
1.9200-07 1.858D-01 . . .
2.0000-07 1.8220-01 .. . . .
2.0800-07 4.7120-01 . . . .
2.160D0-07 1.214D+00 . . . .
2.240D-07  1.938D+00 . .. . .
2.3200-07 2.5670+00 . .ot . .
2.400D-07 3.132D+D0 . . . . .
2.480D-07 3.335D+00 . . . .. .
2.560D-07 3.303D+00 . . . .. .
2.640D0-07 3.324D+00 . . . . .
2.7200-07 3.322D+00 . .. .
2.800D-07 3.326D+00 . . . ., .
2.8800-07 3.326D+0 . . . .. .
2.960D-07 3.327D+00 . . . .. .
3.040D-07 3.3280+00 . . . .. .
3.1200-07 3.328D+00 . . . .. .
3.2000-07 3.329D+00 . . . .. .
3.2800-07 3.329D+G0 . . . .. .
3.360D-07 3.3290+00 . . .. .
3.440D-07 3.3290+00 . . .. .
3.5200-07 3.329D+00 . . ..

3.6000-07 7.097D-01 . . . .
3.680D-07 7.§30D-02 . . . .
3.7600-07 1.873D-01 . . . . . .
3.840D-07 1.873D-01 . . . . .
3.920D0-07 1.8790-01 . . . . .
4.000D-07 1.8380-01 . . . .
4.080D-07 6.928D-01 . . . .
4,160D-07 1.9100+00 . . .. . .
4.2400-07 2.9270+00 . . . . . .
4.3200-07 3.3280+00 . . . ., .
4.4000-07 3.329D+00 . . . ., .
4.4800-07 3.329D+00 . . . .. .
4.560D-07 3.329D+00 ., . . .. :
4,.640D-07 3.3300+00 . . . .. .
4.720D-07 3.3300+00 . . . .. .
4.800D-07 3.330D+00 . . . . .
4.880D-07 3.330D+00 . . . . .
4.960D-07 3.3300+00 . . . .. .
5.040D-07 3.330D+00 . . . .. .
5.1200-07 3.3300+00 . . ., .
5.200D-07 3.330D+00 . . . .. .
5.2800-07 3.330D+00 . . . . .
6.360D-07 3.330D+00 . . . .. .
6,440D-07 3.3300+00 . . . .. .
5,6200-07 3.3300+00 . . .. X
5.600D-07 5.078D-01 * . : '
5.6800-07 1.204D-01 * . . .
5.7600-07 1.877D-01 . . . . .
5.840D-07 1,873D-01 . . . . .
§.9200-07 1.878D-01 . . . . . .
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6.0000-07 1.850D-01 . . . . .
6.080D-07 2.119D+0Q0 . . . . .
; 6.160D-07 2.389D+00 . . .
- ({ ' 6.2400-07 3.313D+00 . . .
6.320D0-07 3.334D+00 . .
6.4000-07 3.3290+00 .
6.480D-0G7 3.330D+00 .
6.560D-07 3.3300D+00 . .
6.640D-07 3.330D+00 . .
6.720D0-07 3.3300+00 . .
6.8000-07 3.330D+00 . .
6.8800-07 3.330D+00 . .
6.9600-07 3.330D+00 . .
7.040D0-07 3.330D+00 . . .
7.1200-07 3.330D+00 . . .
7.2000-07 3.3300+00 . . .
7.280D0-07 3.3300+00 . . .
7.36Q0-07 3.330D+00C . .
7.4400-07 3.3300+00 . . .
7.5200-07 3.330D+00 . . .
7.6000-07 3.424D-01 . .. .
7.680D-07 1.553D-01 . . .
7.760D0-07 1.878D-01 . . . .
7.8400-07 1.876D-01 . .. .
7.920D-07 1.874D-G1 . .. .
8.000D-07 1.588D-01 . . . .

-

.
LI

LA B L R BN BE B BN I N B BN T

LI R N T T T T

Y
TOTAL JOB TIME 169.060
- ( sesse 2 Mar7g  **s*vree  XEROX PARC SPICE 2.1 *eeesevs00:11:40 *+++s
4
. END
INPUT LISTING TEMPERATURE =  25.000 DEG C
**s PRELIMINARY VERSICN *****=s++»s+s REPORT PROBLEMS TO <DAVIES) *#*+
*ERROR*: .END CARD MISSING
-
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XEROX

PALO ALTO RESEARCH CENTLER
Systems Science Laboratory
LST Systems Area
December 19, 1978

For Xerax Internal Use Only

To: Error prone Icarus designers
From: ~ Jim Rowson
Subject: Design Rule Checking ICARUS Files

stored: [IVY] < rowson > drc.memo

There now exists a rudimentary design rule checker for Icarus based desipns.  The checker reads
Icarus files, checks user specified cells for a restricted set of design rules, and produces an Icarus
compatible crror file. ‘The specific numbers describing the design rules are specified in the user.cm
file,

What

The design rule checker, catled IR Climage, is a mesa progrim that specifically checks three design
rules: minimum  feature width, minimum feature separation. and metal surrounding contact culs.
Note: DRC does NOT check for gate overlap, buried contacts, any of the other desien rutes for
normal and butting contacts, and & whole ost of other design rules. The algorithim for checking
the design rules is not at all general at the moment and will most certainly resull in spurious errors,
although an attempt has been made lo filler oul most of the common oncs.

Some processing s done on the raw rectangles that are read from the learus file.  In particutar,
rectangles whose union form another reclangle are combined into one and a1l those rectangles which
transitively louch are gathered together into a Node. A node is, ot the moment, merely a region in
one layer. Eventually, the recognizer for the DRC program will e augmented to the point that the
Node will be o valid NMOS electrical node,

The minbmum feature width merely checks cach individual rectangle, afler the processing mentioned
above, against a nuniber provided in the vserem for the minimuem width of e reclangle’s layer.
Note: that individua! features that have a dimension tess than the minimum feature size for that
Iayer but who abuit against someone 10 form a legal shape will be flapgeged as crrors,  With the
current design style i loarus, wherein most of the deawn shapes have the delaull, minimunn size,
these kinds of problems should not happen, but beware.

The minimum feature separation cheeks between each rectangle and the rectangles in alt the other
nodes. This means that two rectangles belonging o the saume node can be oo close. The minimum
scparalion checks are not restricted to ilems in the same layer, the separations can be given in the
user.om. Caveat: when Lwo dtems fail the separation test and are of different layer, they are only
reported if none of the other items in the two nodes touch. This reduces spurious eirors caused by,
for cxample, minimum scparation from poly to contact cut.  If the contact is between melal and
poly, and a separate poly line conneets 1o the poly flash in the contact, it might come too close to
the cut withoul intersecting it.  The extra test will filter these errors out,

The metal overlapping contact test is meant to catch the conunon fault of leaving oftf the melal flash
on contacts. The test inerely determitnes if the contact is completely surrounded on all sides by one
metal ftem. The metal item must overlap by the number specified in the userem.  Noter  the
contact must be surrounded by oneimetal item.  This may produce cxtra crrors,
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How Big?

The DRC program must have all its data in core at the moment, and worse than that, it has to
instantiate all the instances down to rectangles. ‘This means that it won’t check anything very big.
The upper Hmit seems o be somewhere acar 2700 rectangles afler instantiation.  Untortunately, in
Mesa there is no easy way Lo telt thal you have run out of room, so DRC will happily gobble up
vour lcarus file until it runs out of room, al which point it will crash (into the Mesa Debugger of
you have one on your disk). If you have the debugger on your disk, it will report an Uncaught
Signal, at which point you will have to Swat and try a smaller cell.

If DRC can read in and recognize your cell {split it up into nodes) then it should have no problem
doing the checking, since that doesn’t generate any more data. However, i test run on a chip of
about 2700 rectangles took ~1 hour, including the input, recognize and checking phases,  In order
10 ecase the strain of whether or not the thing is working, the last tweo phases, recognizing and
cheeking, output periods to mark their progress.  Each phase ouipuls twenty periods in afl,
independent of the amount of data. '

How to wuse!

The user interface to DRC can best be deseribed as pitiful.  There are four commands: quit, file,
list, and check.  ‘The commands must be typed in full

The guit comunand does the obvious thing.

[1]

The fite command takes a file name as an argument and assumes the extension ".ic” if not
given {to give a file name with no extension, end with "), DRC will respond 1o the file
command with the name of the file where the errors will go (usually filename.er).

The list command will list the cells defined in the file. ‘The list comes out 8 lines of 4
names cach, asking the question "More?” cvery 8 lines. A lower case 'n” will terminate the
Jist.

The cheek command takes a cell name, with no regard to case, and commences the
inpulting. recognition, and checking.  Multiple check commands can be given per file,
although with large things, it is discouraged (users may proceed at their own risk). If any
errors are discovered in a cell, the offending ilems are writlen out into a cell in the pulput
file. The error cell is called “cellnameer” in order 1o distinguish it from the other check
comnunds given. The top fevel items in the input Tearus file can be checked by giving the
cell name "Toplevelllems'.

Muliiple file commands can be given although they are also discouraged.

Below is a commented example of a slice of the DRC section of the usercm file, The comments
are in italics and the keywords are in boldfice.

flearusDesignRules]  --the header, no case is distinguished
minimunSeparation:  --header for separation specifications

Iayer 11 0 layer 2 2 6 --multiple spees per line are ok

fayer 1 2 3 -first fwo mambers are layer, third is scparation
mivimumWidtl:  --header for minimon width

layer 0 14

layer 1 6 ~first number is layer, second is width

layer 4 9

metalOverCutly: 3 ~just the overlap number
—-these three categories of specifications can be in any order

Where?

The DRC program resides in [IVY] < Rowson > dre.dm which contains DRClimage and DRCuuser-
cemeslice.  The image file needs nothing 1o run except RunMesie Run. “The userem slice that is
inctuded is a sample that approximates the NMOS design-rules that the SSL/ZLST group has been
using. If nothing is put into the user.em, DRC will use its own defaults which are guaraniced to be

NONSCNSE,






