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So, you've just completed the design
and layout of a new architecture that
will revolutionize computing, and you'd
like to know if it will work before
sending it off to be manufactured...

uring the past 18 months, many designers ar ML

have [ound themselves oo somalar sineaoon. This

paper deseribes aset of 1ools developed by the authors
{ Baker 19800 ( Tenman in preparation | o |I!'J|Jll:'h-i!.:f'll'th]l'l'.lkl'
the best use of the occasional manufacturing opporiunities,
Ohar goal was 1o provide a variety of feedback on the ditferent
aspects of a design, and do iina omely enough fashion theat
the designer would be encouraged 1o repeat the oycle uniil his
design passed through unscathed, Many of the wols evolved
from theiroriginal conception under pressure from our rather
vocal community of users. The mtent 15 10 accumulate a
repertoire of programs that incorporate all the checks that a
desiener mehn wish o do by hand,

Many of the aspecis of design venfication represented in
aur tools would be more appropriate in earlier phases of the
design prowess: in the “ounce ol prevention” versus ©poaned
of cure” controversy, the wols (all mostly into the late
category because they are used so late in the design oyele. A lon
ol research s currently being directed woward the construction
ol wdeal design environments, In a couple of years we would
ke to veport that many of our tools have Lallen into disuse as
their Functions were subsumed in new designer suppaon
syatems. Unul thar time, however, these ools vepresent the
anly opporiunity Tor most ML designers o run their
designs through a gauntlet of wests that catch most ordinary
design errors. We are not alone; many of the wols {or then
descendanis ) are inowse at Stanlord, Carnegie-Mellon, Xerox
PARC, and other mstations where small design weams
folten one person pare responsible for seemg o design through
from conception o final layout,

The oreanization of our family of verificaton tools i
shown in Figure |,

During the early stages of design, heavy use is made of
checkplots and the design vule cliecker as subcomponents of
the design are Laid out and debugeed. Onee acomplete design
is veady [or westing, the source e (usually stored in Caltech
Intermediate Form s expanded and scratinized one last time
by the design rule checker 1o ensure that no last-minute ervors
have crept inwe the lavout, If the layout passes muster, an
clectnical network s devived from the mask information by
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the network extractor, This network can be checked fon
violations of certain clecirical rules and then simulated with
a variety of inpuls 10 verily correct operation,

The next three sections describe the major components ol
the vertfication system i more decaol, The Tast secton reports
the performance of the system components,

Design-Rule Checks

e o physical Tomatatons i the manolacirmg process,
chip designers must obey a set o geometrical consirainis
(elesign rules] when laving out thear chips, Most of thes
constraints specily minimuom line widths, minimuom spacing
between lines, and minimum extensions (the minimm
amount by which one layver must overlap another ). The basie
destgn rules for o given process are usually straighilorwand,
but comphications occur when certain deviations from the
hasic rules are added o allow the designer 1o save space in
special situations, The description of the full ser of design
rules for a given process is often many pages long, However,
if the designer 15 willing o forego exploiting the details of
the current manulacturing processes, 10s possible wo adog a
stmplitied set of design rales that s approprate lor a wide
variery of current and futare processes, In their book on VESI
design, Mead and Conway (Mead and Conway 1980) have
specilicd one such set of simplificd design rales lor nMOS
processes, Their set of lambda-based design rules is checked
by the design rule checker described in this section,

Most design rule checkers are actually geomery engines.
The mpuat isa hist of polveons (each associted with aspaecific
mask laver) and a sequence of commands desoribing opera-
tons on all the objects of one or more lavers, Tvpical
commands include the merging of-all intersecting polygons,
tntersections, untons, and diflerences of lavers, along with
widih and spacimg checks, Checking whole chips can involve
manipulating quite a large data base of polygons, Care must
he vsed o ensure that not wao much tme is spent,. The design
rule checker described below uses a dillerent approach o
improve the tarmaroond ome and capacity of the checking
Prowess.

Al the basic design rules are local, in that they specify only
minimum widihs and spacings. In the set ol design rales we
wish o check, the largest mintmuom widith or spacing s three
Lambnda, Therelore, there should be suflicient inlormation in
a four-Tambda by lour-lambada “window” 1o determine
whether any design rules are violated in that window, Tf a
checkplot of a chip s drawn on one-lambda graph paper.
then successive windows can be examined by passing a tour-



raster rasler
COnvarsion Lt Ta 1]

design g rul
rule o= critic ﬁ:ﬁaﬂinn‘;ﬁ
chackar
produce checkplots
natwark
extraclor

electrical

rubes simulator

check

analysis of analysis of

static annbutes dynamic behavior

FIGURE 1. Orgomization of verification tools.
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FIGURE 2. Contact cut design rule.

bry-tour aperture over the plot, moving one square at a time,
left to right, op w0 bowom. I every four-by-four glimpse o
the chip obeys the design rules, then the chip as a whole
cannol contain any design rule violations,

For example, consider the possible windows for perlorming
a minimum width check for the metal Taver {minmmuom
width = 3 lambda). First, look at the problem in one dimen-
sion, There are 16 possible four-by-one windows, eight ol
which are legal (M=metal, Wewhite spacc) WWWW,
WWWM, WWMM, WMMM, MMMM, MMMW, MMWW,
and MWWW. Any other combination represents a width
error, It might seem that checking a chip twice, one in the
N direcuon, and then in the Y direction, vsing a four-by-one
window, would be sulficient; however, that method does not
check diagonal widih or spacing. A four-by-four window 15
necessary for complete checking,

T adelinion 1o the single-laver checks described above, some
more conmplicated muoli-Bayer checks are needed, One typical
check pertains to contact cuts, Contact cuts must be sur-
rounded by at least one lambda of metal. Il the center four
squares of the window are all contact cut, then the whole
window must contain metal. Il it does not, then an error
should be reported. Design rules governing transistors can

be checked inoa somilar way,

The heart of the design rale checker s mmplemented as a
procedure that examines a lour-by-lour window and reports
any errovs it discovers. This funcoon is called once for every
position on the chipe The errors are acoumulated inoa file
showing which rule was violated, the window contaiming the
error and the coordinates of the window,

The design rules are embodied by the procedure in two
ways: tabulation and special purpose code, Two ables are
used 1o perform all width checks (spacing checks are simply
widih checks ol white space | One able indicates which four-
by-tour windows contan vielatons of a 3-lambda widih rale;
the other indicates which three-by-three windows contam
violations ol a ZJambda width rule. The first wable is for
checking metal spacing widith, and the second able is for
poly and diffusion checks, Only asingle b Cvalids noe valid )
needs o be stored Tor each possible window, so the tables are
Cairly compact, For example, there are 2% possible Toar-ly-
four windows, so the corresponding able ocoupes 2% bits o
Bk byvres, Special-purpose code is used 1o check rules that
involve muluple layers because the number of possible
windows in these cases prohulaes the wse of ables.

The inital implementation of this scheme  reported

LAMBDA Fourth Cuarter 1980 23



spacing errors between mask features that were electrically
connected. In the simplest case, these are caused by nowches
in wires {though some people consider these notches 1o be
real errors): see Figure 3,

Unfortunately, connectivity analvsis during design rule
checking can become quite complicated, as shown by the
example in Figure 4.

In order to eliminate all such false errors, a complete con-
nectivity analysis, like the one performed by the circuit
extractor (described below), would be required. A simpler
solution that eliminates almost all the false error reports 1s
o include a critic subroutine that perlorms a connecovity
check on a small region {10 lambda by 10 lambda ) surround-
ing any window reported by the checker o contain an error.
The additional overhead incurred by the critie s not notice-
able, because the number of windows that must be examined
by the critic is quite small compared 1o the total number of
windows examined by the checker.

When design rule checks are performed on a whaole chip,
many of the errors that are reported are actually due to only
asmall number of errors in symbols that were replicated many
times, The checker has a post-processor that atempts to
group all ervors resulting from the replicaton of a symhbal
inte a single error message. Foreach error type (e.z,, diffusion
spacing ), the coordinates of all such reported errors are
examined to see il some subset could correspond 1o replica-
tion of a symbol in one or two dimensions. I so, a single
errar s reported for that subser with information about
replication counts, thus reducing the amount of output the
designer must examine,

The raster image is generated on the [y and passed 1o the
design rule checker. Since the design rule checker needs only
four raster scan lines to perform its checks, older portions of
the raster image can be discarded as checking progresses, The
current algorithms for raster image generation and design
rule checking are reasonably fast, but an increase in speed by
a factor of 50 could be gained by implementing the innet
loops of both in hardware, The algorithms in both cases are
simple enough to be candidates for implementation using
only a modest number of MSI chips {or perhaps a single
VLSI chip!).

A few limitations of the design rule checker should be
mentioned here. The algorithms outhined above are ap-
phcable only o dimensional checks, Other design rules, e.g.,
those involving electrical considerations such as current
through a via, cannot be handled. The algorithms are also
sensitive 1o the sive of the minimum feature that must be
checked, The use of a hall-lambda grid would quadruple the
number of clements in cach window, for example, and cause
a corresponding increase in the window processing time.
Finally, reducing the mask information 1o a raster nnage
requires approsimating diagonal lines as a “staircase” of
raster elements, thus making it impaossible to do certain width
and spacing checks corvectly. Despite these limiations, the
programs have been very useful in locating many design rule
vielations,

Circuit Extraction

The next step is extraction of the actual elecineal cireun
from the mask descriptions. A major goal 15 o make this
process completely automatic. The designer should not be
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required o indicate where the wansistors are, or where con-
nections exist. The final owpur s an elecineal network
consisting of an unordered list of ransistors, each one con-
ststing of gate, source, and drain nodes. Other informacion,
such as the lengthwidth rano for each transistor and the area
by layer for each node, is also accumulated during this phase.

The simple extraction algorithm is based on a raster scan
approach, The chip is examined in raster scan order (left o
right, top to bottom), looking through an L-shaped window
containing three raster elemems: the carvent cell, the cell o
the lefy, and the cell above, Using only this information, it
1s possible 1w follow connectivity and locate rransistors,

There are tour lavers for which connecuvity has 1o be
followed: the original metal laver, M (meal wires): the
original polysilicon layer, P {polysilicon wires); a derived
laver, I, formed by subtracting polysilicon from diffusion
(elittusion wires); and a derived laver, T, formed by inter-
secting diffusion and polysilicon {ransistor gate regions ).
To follow the connectvity of these layers, the program
examines the L-shaped window for each layer in turn and
decides between four courses of action:

(1) The current cell 15 empiy. Do nothing,

(2} The layer is present in the current cell, but not i the
cells v the left or above, The upper left corner of a new
electrical node for the laver has been located and is assigned
a new (unigue ) node number,

F P P
FlF P P P
wWow ow
W oW P

FIGURE 3. Spacing emor that should be reported.

Potential spacing error
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Ditfusion Ditfusion

FIGURE 4. Complicated false error.
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FIGURE 5. Basic raster-scan connectivity following
algorithm.

{3 The layer is present in the curvent cell and i one {but
nien bl } o the cells w the left or above, The laver in the
current cell is just an extension of the elecwical node al-
ready found in the neighboring cell, and therefore is given
the same node number.

{4} The Laver is present in all three cells, I the node number
of the laver in the left cell 1s the same as the node number

of the laver in the cell above, then tha number is also the.

nurmber o the current cell. IF the two node numbers are

cdifferent, then two nodes that appeared distine previously

are really part of the same node. Tnothis case, the two node

numbers are merged, and the layver in the current node s

assigned the merged value,

Merging two nodes requires picking one node as the result
and replacing all references 1o the other node with references
o the result. A separate [le of obsolete node numbers and the
corresponding correct numbers is kept for later use.

In orcler 1o account for vias berween lavers, an additional
check of the current cell is made w determine whether contact
cut, M, and either Por IV is present, I so, the nodes for the M
and the P or IV layvers are merfed as oosiep (1) above, A similar
method can be used for burned conracts

The problem of finding ransistors is split int two phases.
Transistors are non-local in that the source can be arbitranly
far from the drain, and a whole transistor may not fit into a
single window, Therelore pieces of transistors (i.e., source
and drsin conmections are located during the fivst phase, and
then all the pieces are combined into whole rransisuors during
the secomd phase. A transistor prece contains the node num-
bers of the T, P, and I} lavers, along with a bit indicating
whether the prece was implanted. Any one of four possible
window contigurations indicates that a tansistor prece has

26 LAMBDA Fourth Quarter [958

o T ? ?
l?T[?DInT{TD

[ = diffusion minus polysilicon

T = dittusion and polysilicon

FIGURE 6. Basic nMOS transistor finding algorithm.

been found, The current cell must contain either T or D (it
cannot contain bothh, and either the left or wp cell must
contain the other {1} or T), When this conliguration is
detected, a ransistor recond 15 written ot to a lile and saved
for I

Afrer ome pass has been made through the mster image of
the chip, twao files have been created: a Dile of merged-out
node numbers and a file of ransistor pleces. Due o the
merging process, some of the node numbers in the transistor
pieces may have been subsequently merged inmo other node
numbers, Therefore, an additonal pass s made through the
transistor picoes, updating any old node numbers w their
final value. Next, the picces are soried by their T numbers
iwith duplicate records excluded ), bringing all of the pieces
with the same transistor gate region ogether. One pass
through the transistor piece file is sufficient 1o gener;
file of rransistors.

Somme errors can be detected during circait extraction.
Node numbers that were creawd but never merged. and
which do not appear inthe listof ransistors, are the result ol
unnecessary polygons on the chip, These nodes are usually
foumd wo be part of the designer’s logo, but they may also
result from layour errors. IF the designer can supply a list of
signal names along with X oand Y coordinates and the
associated layer, the program can perform two additional
vmportant checks. First, it can ensure that signal paths with
different pames are not conmected toeether, and second, tcan
guarantee that signal paths with the same name are connected
twgether, The signal names are also passed along w sub-
seqquent programs so that the designer can veler o nodes using
his names instead of the avomantcally  generated node

EF PrOCessIng.

ahinal

numbers. The exira checking provided by the use of signal
names led many designers (o include these names in their
mask files (e, by use of the CIF user extension laciliy ).
A tew simple extensions should be noted. Tt is useful w
extract the areas, lengths, and widths of cach laver for each
node i the civewit, for Eater use by the static evaluator and the
stnulator, The state evaluawor uses the lengith and widih o
caloulare pullups pulldown ratos, and (e siomulaor uses the
area and perimeter information o caloulare node capacitances
{used in charge sharing and tming caleulations ) It would
also be nice f node resistances could be caleulated, but the
raster approach does not help solve this diffieale problem,
An obvious speed improvement in the circuil extraction
process would be o mntesect the polyeon data divecily o
obiain connectivity information, A simple version (allowing
only orthogonal rectangles) of the extractor was constracted
that processed designs in this manner. For large designs the
speed increase was quite marked {Fromed hours o 15 minutes ).
Heowever, the inplementation has lingering bugs that have




proven quite difficult w rack down, Moreover, accomma-
dating more exotic mask geometries (diagonal lines, polveons)
would complicate an already complex algorithm even further,
O the other hand, the raster approach was easily expanded o
allow palvgons becauwse of the modular nature of the algo-
rithm: geometries need only be handled by the rasterizer, and
the remainder of the algorithms use only the resulting raster
elements. Choosing w implement circuit extraction using
raster elements resulted inoa dmely implementation, if for no
other reason than it kept us ouwt of the quagmire of general-
PATPOSE ZEIMETY engines.

Like rasterization and  design rule checking,  circuit
extraction is also a prime candidate for hardware implemen-
tation. A modest picee of hardware should be able w exiract
even the largest chips in under an hour.

Static Checks

A variety of checks can be made using the exuacted circuii
hefore proceeding o simulation. I the designer has previously
entered the circuit schematic, perhaps at an earlier stage in the
design process, it is straightlorward o compare the exiracted
circuit with the original, This sort of check is appropriate a
development centers where the lavouwn is done (often by a
separate team) only after o circuit schematic has been
completed by the designers. At ML, most projects are the
product of small groups of designers responsible for both
design and layout. In this case, layout often proceeds directly
from preliminary architectoral specilications without creating
a complete cirenit schematic and  ente into the
computer, Thus, with no canonical schematic for com-
parison, simulation is the only way w verify that the cireuin is
CONTedi.

ng i

However, a collection of “irivial” errors can be discovered
without simulation. Because designers in the past olen spent
much time tracking down errors that could have been detected
auwomatically, a statc checker was developed, 10 be run once
over the whole circuin.

These basic checks ensure that each node in the circuit can
be potentially pulled up and pulled down. Each depletion-
maonde transistor is checked o be sure i is used inan appropri-
ate manner. The possibilities are limited (e.g., simple pullup,
supcrbulier, e1c.). A check is also made [or threshold drops,
and oceurrences of two or more threshold drops are flagged as
potential errors. Transistors that connect Vg and GND
together are located. Using the length and widih information,
all of the pullup pulldown ratios are caleulated and checked
against a range of legal values (raking into accoum any
threshold drops on the gates ),

I'he program that performs these checks is not very
complicated, and some checks are dependent on the manuo-
Facturing process. [0 would be reasonable wo have a dilfereni
static checker tor each process to detect the specitic conditions
known b be true and 1o [lag any violatians,

Simulation

(Nete: The simulator description given here is a shortened
verston of what was recewed. Most of what s omitted,
inclwding  the basic Iransistor model, s similar to the
strrulator deseribed in Bryant's article — Fd. |

Nodes are categorized according o how much current they
can source or sink, e, how they affect neighboring nodes (o

which they are connected by transistor switches:

inprad Newde s designated  inpui node (eg., Vdd or
GENIDY). The value of inpur nodes can only be changed
by explicit simulator commands — the assumption s
that they supply enough corrent w be unalfecied
by connections {possibly shorts w other inputs) made
by transistor switches,

driven Node is connected by closed switches w other
driven or input nodes, Driven nodes can affect the®
value of weak and charged nodes without being affected
themselves, bur may be lorced to an X state il shoreed
toa driven or input node that has a dilferent logic level,

weak Node is connected o an input node by depletion-
mode (implanted ) wransistor, Weak nodes can affect
charged nodes withow being alfecied themselves, bt
dare I’””"'d A ‘.h"i"l-'l'" Slale ".‘\-'I"II:'II I'HIIT'I{'I,'""I,I [EN] jil'l”lh{']'
driven or input node. A weak node returns 1o the
appropriate weak state when completely disconnected
from driven or input nodes (e, a weak node can
never enter the charged stae ).

charged Node is connected, if a all, only o other
charged nodes. Until reconnected 1o some other part
of the network, charged nodes will mainmin their
current logic state indefinitely (charge storage with
ne decay ), This is the default state of all non-weak nodes,

Table 1 lists the possible node values, each of which has
an associated  logie stare and  drive
input and driven nodes are actually assigned similar values:
mput nodes are recognized by the simulator through a
different mechanism,

Four pseudo-values are invoduced in this able: DXH,
DXL, WXH. and WXI.. These values are similar in meaning
o I and WX with regard 1o the elecirical properties of

capacity, MNote that

TABLE 1. Possible node values.
Logic Drive

Mnemonic  State  Capacity Description

oM 1 driven node is an input, or is connected 1o
an input, specified 10 be at logic high.

DL a driven noda is an input, or is connected o
an input, specified to be at logic low.

DX X driven node is part of a possible shor circwit
path batwean V., and GND,

DXH X driven node is connected to DH by a series
of transistor switches at least one
of which was in an unknown state,

DXL X driven nede ks connected to DL by a series
of transistor switches at least one of
which was in an unknown state,

WH 1 waak node is pulled-up by depletion-maode
transistar connected to Vg

WL v] weak node s pulled-down by deplation-
mode trangisior connacted to GND.

WX X weak resull of shorting WH and WL, or
connecting 1o either state through a
transiator switch inan unknown state.

WXH X weak nade is connected to WH by a series
of transistor switches at least one of
which was in an unknown state.

WXL X weak nade is connected 10 WL by & series
of transistor switches at least ome
of which was in an unknown state.

CH 1 charged charge nodes maintain state because
of assaciated capacitance.

CL 0 charged similar to GH,

X X charged last driven logic state of node was

X, or charge sharing failed due to
bad capacitance ratio
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a node, and are included only o make the incremental
simulation computation easier to implement (see the fol-
lowing section ).

What remains 1o be described is how two or more nodes
interact when conmected by mansisior switches. Rather than
treat groups of connected nodes en masse, the model specilies
interactions of pairs of nodes. The resulting specification is
easy to understand, because it is based on only local inter-
actions and can be used to model non-local interactions ina
natural way by means of a relaxaton computation, For
efficiency, the simulator optimizes this caleulaton when it
detects specific simple cases (eg., when all nodes are
connected only by closed switches). The ierative compana-
tion that happens during relaxation (when a particular
node’s value is calculaed several tmes) needs 1o be done only
in complex situations involving the X state, Modelling these
situations by relaxation seems far more elegant and simpler o
implement than other schemes.

I the transistor switch is closed (gate = 1), then both nodes
will evenwually have the same elecirical potental (the
resistance of a closed switch 15 assumed w be ), 1.e., both
nodes will be given the same value by the simulator when it is
discovered that thev are shorted wgether, What value thar
should be depends on the inital value and driving capacity of
the connected nodes as shown in Table 2 below:

Because the wtransistor switch s symmetrical, the able is
also symmetrical, If more than two nodes are connected
by closed transistor swiwches, the final value for all the
nodes can be computed by looking up the lirst twe nodes
m the mable, aking the result and looking 1t up with the
third node, etc., unal all the nodes have been combined.
As one might hope, the Binal answer does not depend on
the order in which the nodes were examined,

If two or more charged nodes o different logic states
are connected, then we have a sioaton called charge-
sharing (indicated in Table 2 by **). In this case, the
final value of the nodes depends on their relative capacitances.
For example, if a large (high-capacitance ) node such asadata
buus were connected by a pass transisior to a small node such as
the input toa register cell, then the small node would “share’”
the charge of the large node as its final value, regardless of the

charge it had initally. The simulator runs through the
connected nodes, adding up the capacitances for each logic
level, IF the ratio of the wotal capacitance for one level o sum
of the others is greater than 3:1, then that level becomes
the final state; otherwise, the result is CX, The choice of
%:1 s arbitrary, and was intended to be conservative in
situations in which nodes of more or less equal size might
become connected,

If two nodes are connected by a transistor switch in an
unknown state where the switch may be open, closed, or
resistive, then the two nodes may have different final values
if they have different driving capacities. This is reflected in
Table 3, which specilies the final value of the source node
given initial values for the source and drain (source is NODE]L
and drain is NODEZ2).

To determine the final value [or the drain node, use the
initial value of the drain as NODEL and the [inal value of the
source node Just read from the able as NODEZ2,

The simulator uses similar tables and computations (with
a few optimizations) when performing a basic simulation
step. The details are described in the following sectuion,

The Simulation Algorithm

A basic simulation step starts with a lise, called the “event
list™”, of nodes whose values have been changed by the de-
signer since the last simulation step. The first node is aken
from the event List, its new value is calculated using the
madel deseribed in the previous section, and any neighbor-
ing nodes allected by the new value are added 1o the end of
the list, This simple caleulaton is repeated unul the evem
list is empty, indicating that the network has settled,

The caleulation of a node’s new value can be done simply
by Inoking at the values of 15 neighbors and using the tables
above, However, if a group of nodes 1s conmected by closed
switches, then eventually they will all reach the same [inal
value, The simulator calculates this linal value simulian-
cously for all the nodes in the group. Even though this
oplimization requires some extra programming effort, it is
advantageous because connected groups of nodes are quite
common, The optimized simulatnon calculation takes place
in two phases: { 1) determining the new value for the group,

MNODEZ
BH oL Dx DXH DXL WH XL WY WXH WXL CH CL CX
DH DH
oL DX DL
DX 0x 34 DX
DxH DH DX DX DXH
N DXL | DX DL DX DX DXL
O WwH |DH DL DX DXL WH
D WL [DH DL DX DxH WX WL
E WX |DH DL DX DOXH DXL WX WX WX
1 WXH | DH DL DX DXH DXL WH WX WX WxH
WKL | DH DL DX DXH DXL WX WL WX WX WXL
£H DH DL DX DXH DXL WH WL WX WKL CH
cL OH DL ©OX DXH DXL WH WL WX  WxH cL
cx DH DL DX DXH DXL WH WL WX WXH WwxL * **  CX
O more conservative than necessary **charge sharing [see lexi)

TABLE 2. Final valus of two connected nodes.
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NODE2
DH DL DX DXH DXL _WH WL WX WXH WXL CH CL _ CX
oM DH DX DX DH ©ODX ©OH O©OH ©OH ©DH DH DH DH  DH
oL DX DL DX DX ©OL ©OL DL DL DL DL DL DL DL
DX DX DX ©OX DX DX DX DX DX DX DX DX DX DX
DXH |DXH DX DX DXH DX DXH DXH DXH DXH DXH DXH DXH  DXH
N DXL | DX DX DX DX DXL DXL DXL DXL DXL DXL DXL DXL DXL
0 wH . DXL DX DAL WH WX WX WH WX WH  WH  WH
D WL | DxH DX  DXH WX WL WX WX WL WL WL WL
E WX |DXH DXL DX DXH DXL WX WX WX WX WX WX WX WX
1 WXH |DXH DXL DX DXH DXL WXH WX WX  WXH WX WXH  WXH  WXH
WXL |DXH DXL DX DXH DXL WX WXL WX WX WXL WXL WXL WKL
CH |DXH DXL DX DxH DXL [wxH]| wxL  wx WXL ©H  ©X  Cx
CL DXH DXL DX DXH DXL WXH wx  wxH [wxL] ex oL cx
CX DXH DXL DX DXH DXL WXH WXL WX WXH WXL CX ©X CX
O more conservative than necessary

TABLE 3. Final value for partially connected nodes.

and (2] adding any nodes affected by the new value 1o the
end of the evene lise.

Extensions to the Basic Algorithm

Several more recent additions 1o the basic simulation
algorithm deserve briel mention. One of the more ncklish
problems associated with  logic-level debugeing s (he
initialization of a complex circuit whose state is represented
in a distribwted fashion, If all the nodes representing state
ot X, this usually cavses the nodes controlled
by the state variables to also be set 1o X, and so on. Often the
“all X' state is self-consistent and the simulator is unable
to make any headway. The problem is especially severe in
circuits with [eedback, which require muliple cveles 1o
mitialiee and for which arbitrary choices of values for state
variables can be mutally inconsistent and as devastating o
correct simulation as choosing X, A simple wchnique,
which falls short of a general solution but has proven useful
for initalizing many circuits, is w locate all nodes whose
current value is CX and set them w CL, A simulation step
is performed, and the process repeated untl no more CX
nodes can be found, If this technigue 1s going to result in a
successful iminalization, only a [ew lerations seem o be
required. More than § or 4 iterations usually indicates that
the designer will have w iniualize ceviain nodes to A consist-
ent state by hand.

Another extension o the basic algorithm was 10 accome
modate different transition delays when a node changed
value. Multple-delay simulation s quite common in gate-
level simulators, and our implementation borrowed many of
the technigues they have developed for managing the event
list, ete. The novelty of our approach lies in the automatic
calculation of these delays based on the elecirical properies
of the current interconnections in the network, When one
or more connected nodes change value, the delay is dyname-
ically caleulated using the impedances of the pullup and.or
pulldown paths and the capacitances of the nodes. All

are intialis

effects of the value change are then scheduled an the approgpri-
ate time in the fowore, This tming calculation is crude by
comparison o cireuit analysis technigues, but offers a quick
way w0 do comparative timing ol dilferent paths and thus
select those paths deserving of more careflul scrutiny,

Performance

Simulator peformance was observed o be independent
of Jayout and circuie size; rather it depended on the amoun
of electrical activity at a particular point in simulaged tme.
Omne mcasure of cireuit activity is the number of nodes quened
on the event list in a single simulaton step, The amount of
tme o process a single node on the list was surprisingly
uniform: the simulator processed between 1000 and 2000
events per second. Thus, simulaton of one complete clock
cycle (four separate phases) of the SCHEME chip required
about 2000 events and 1.6 seconds, Simulating execution of
a non-trivial program required aboun 1200 cycles or 30
minutes ol CPLU tme.

Performance

Omne important aspect of verification wals is their ability
to process designs as expeditiously as possible. Considerable
effort was expended 1o maximize the perlormance of the
current tools. Over their liletimes, many wols were sped up
by factors of 2 or more as the algorithms and data representa-
tions improved, Most small projects (less than 1000 lambda
stquare ) can be processed from CIF w owtpur [iles suitable

for simulation in less than two hours (see Table 47,
MName X ¥ Area Rectangles Modes  Transistors
Padout 128 167 21376 144 a8 10

Fipo 182 1202 1432784 15887 868 1786
Scheme 3023 2374 T1TE8D2 108948 2412 adag

TABLE 4. Project sizes (dimensions In lambda).
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For large projects, overnight tarnaround 1s the nonm.

As examples of the performance of the various 1ools, we
present some tmings for three projects of varying size,

The smallest project is a simple owtput pad; the FIPO is
an B-deep, 11-bit wide memory and sorting network; and the
SCHEME chip (Holloway, e al 1979 is a 32-bin LISP
microprocessor, A variety of nmings are given in the Table 5:

Mz T T2 T3 T4 TS TH T7 TH

Padout B 1 1 9 15 2 7 g
Fipo GG a5 5 02 2111 g2 438 2@
Scheme 559 302 287 2527 16756 1380 TE34  19%1

T1 = Paras CIF and fully instantiate chip

T2 = S0 fully instantiated chip

T3 = Rasterizalion

Td = Design rule chack

Th = NMode extract

TG = Rectangle-based node extract (requires no rasterization]
TT = Post processing (includes additional sorting)

T8 = Make stipple plats {includes additional rasterization}

TABLE 5. Performance of verification tools.

The timings are CPU seconds on a PDP-11/70 running a
LINIX tmesharing system; all programs are writien in the
O language.

Conclusions

Omne ol the most important measures ol success bor design
verilication als is their use by the design community, By
this standard, our efforts have been well rewarded: almaost
all MLLT, designs submitted for immclusion in recent runs ol
the Xerox-sponsored multi-project chips have been checked
using the waols described in this paper. With only one excep-
wo, all the designs had faal Haws that would have passed
unnoticed of ot Lor some error message from one of the
programs. Designers cheerfully imvest addinonal dme in
running these wols, I two or three days will greatly increase
the likelithood of success for a project in which three months
has already been invested, then those days are non begrudged.

There are several observations worth making by way ol
conclusion. First, the choice o buse the mask-specilic al-
gorithims ona raster scan data base has proven o be the correct
chonee, Using the tntermediare [les has insulated the design
rule checker and network extractor Trom the vagaries of
different input formats. It was easy to expand the number
of input formats as the need arose, with no modilication of
the tools themselves, Baster based algorithms have also been
straightlorward o implement, and offer the prospect of
efficient hardware realizations

Second, as proposed designs become more complex, there
150 greater need for simulation o serve as a test bed in which
designers may evaluate their ideas, Many errors detected by
the simulator are low-level ones that could have been
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avorded through the use of more comprehensive design
systerns, but simulanion also uncovers conceprual ermors with
disturhing regularity, This problem is especially noticeable
in an academic community, where many would-be architects
are nol digital designers,

Finally, it is all v easy 1o bury the designer under a moun-
tain of error printout. The mountain is cavsed in parg by
repetitive lavouts that lead o repennive error reporis. The
problem can be alleviated by wsing a critic module o ele-
seope these ervor reports into a manageable size, 11 designers
know that each new line of the report contains new inlorma-
tion, they will be much more conscientious in dealing with
the errors. False errors can be another factor leading o de-
signer ennwe when presented with & stack of crror messages;
we know of no simple cure Tor Galse error messages, exoept,
of course, improving the algorithms,

This research was suppored by the Advanced Boes
Progects Agency of the Depariment of Delense and was mon-
tored by the Office of Naval Research under contract number
NN 4-75-C-066T,
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